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Scientific Data Management at LBNL

User-facing
applications/services
Automated data reorganization
Algorithms Intel!igent data movement
Vertical storage management

Scientific Performance analysis for data pipelines
Data

Management Indexing/Querying
Tensor-based operators for analysis

Data transformation

Adapting to distributed workflows

File formats: ExaHDF5, ADIOS
Object storage management: PDC
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Example Scientific Data Analysis at a HPC Center

-- Reducing Petabytes to Kilobytes

Magnetic reconnection Challenge
DAppIications: magnetic confinement ® How to quickly and easily get from
fusion, solar wind 3_50TB of raw data to a few
Data from simulation of trillions of kilobytes in the graph below?
ions and electrons pQenHopper run -
®* Example: space weather |
simulation on 120,000 hopper
cores @NERSC
— 20,000 MPI tasks * 6 OpenMP e
th readS 10000 L New run seems to be
® ~35TB per timestep s ey v

® Total ~350TB

® Example science result

— Particle energy distribution follows oot - - o
the power law v—1 Byna et al SC2012
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http://dl.acm.org/citation.cfm?id=2389077

Technology 1: Efficient I/O with Proactive Data Containers

Scientific Achievement

PDC achieves efficient storage and access of data with simple object
abstractions, transparently taking advantage of deep and heterogeneous HPC

storage hierarchy.

Significance and Impact

Applications store data as PDC objects, which the PDC runtime system
transparently and efficiently manages in the storage hierarchy. PDC is portable
over underlying HPC file systems, so users don’t need special installations.

Research Details
Existing data management and 1/O solutions are based on POSIX semantics and face

performance challenges
We developed a novel data management system with simple data object interfaces, efficient
and transparent data movement in storage hierarchy, proactive analysis in the data path, and
scalable metadata management

" bpC object management outperforms highly-tuned POSIX I/O based on HDF5 by up to 8X for
writing and by up to 22X for reading. Searching metadata is 40X faster than Lustre file system

Public release available at https://qgithub.com/hpc-io/pdc

H. Tang, S. Byna, et al., "Toward Scalable and Asynchronous Object-centric Data Management for HPC", 18th IEEE/ACM
International Symposium on Cluster, Cloud and Grid Computing (CCGrid) 2018. (DOI: 10.1109/CCGRID.2018.00026)
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PDC Overview and Performance: Top figure shows
an overview of PDC interfaces through HDF5 and
PDC'’s object interface and various PDC services.
Gray boxes show future work. The bottom figure
shows the performance of writing particle data (from
248GB to ~4TB) with HDF5 and different
configurations of PDC. PDC outperforms highly-tuned
POSIX I/0 with HDF5 by 6.5X on average.

The HDF Group


https://github.com/hpc-io/pdc

Technology 2: Fast In-memory Data Movement

Memory-to-memory data delivery (code coupling)
Transparent workflow execution

ADIOS : i U
| Y—~ Data Stream Analysis
v v 4 |
. FastBit | y
| Index \ 1
Data 3’!/ . I?_'ats Analysis N \
) { i u B
Trans | / Compre " | WAN Transporta y
form. A “cion §§ * FlexPath/EVPath .

Blobs in fusion reaction Blob trajectory
(Source: EPSI project)

* DataSpaces

e
* |CEE

Analysis

Technology: in memory data movement for stream-based distributed data process
Application: detect fusion plasma blobs:
=  Which leak energy from tokamak plasmas
— and damage walls of the tokamak
The experimental facility may not have enough computing power for the necessary data processing
Distributed in transient processing

= Makes more processing power available
— Allows more scientists to participate in the data analysis operations and monitor the experiment remotely

Wu, et al. 2016 Trans. Big Data



https://doi.org/10.1109/TBDATA.2016.2599929

Technology 3: FasTensor Simplifies Tensor Computation

FasTensor website:
https://sdm.Ibl.gov/fastensor/

Scientific Achievement
FasTensor, a data parallelization system for user-defined Book
analysis, significantly reduces programming effort for various M or [Ty
scientific analysis operations. It outperforms popular Big Data
platforms such as Spark by ~50X to ~90X in executing »
machine learning computations.

Bin Dong

Suren Byna

User-Defined
Tensor Data
Analysis

sish[euy eyeq 10sua] pauya(-13sn

Significance and Impact
FasTensor has been evaluated using:
e Earth science for detecting earthquakes and other subsurface
events
e [usion science for tracking field evolution 100
e Climate data analysis with Convolutional Neural Network (CNN) to
predict extreme weather events

OSpark EFasTensor

10

Time (s)

14

Research Details 01{ [ fet

~--|49X faster

FasTensor programming model consists of: 001 Y =
e Simple data model (i.e., Stencil) abstraction well known in numerical computing Read Execution
[ ] Slngle Operator (I.e, Transform) tO exeCUte User-deflned analyS|S Performance Oomparison of FasTensor with Spark for Oomp|et|ng
® An execution engine for automatic parallelization CNN (CONV, Pooling and ReLU) on a 2D climate (CAMS) data

IPDPS 2020, ISC 2019, SSDBM 2019


https://doi.org/10.1109/IPDPS47924.2020.00035
https://doi.org/10.1007/978-3-030-20656-7_4
https://doi.org/10.1145/3335783.3335805
https://www.springer.com/gp/book/9783030707491
https://www.springer.com/gp/book/9783030707491
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Many Data Sources Outside of HPC Centers

® There are many more scientific

instruments, like those used in a few big facilities”” ™
environmental monitoring, (synchrotrons, | Geesg

producing relatively small amounts E:O“f )

of data, but might be just as valuable

— Significant amounts of valuable data in
publications

¢® Because the efforts available to
handle the data might be quite

1an )

limited, thus need more automated K~ (‘:’:i?::i‘sct;’gi many e

solutions n /

oA/ QC NMR, ...) small tools long-tail
(UV-VIS, of one-off

— Metadata / provenance
— Formatting and other data convention
— Processing tools: automated curation

FTIR, ...)

'l

experiments

—

— Integration with other data sets datasets




7 :§; ® K+
| sept. 27, 2022 Q/ y> ﬁf;{i

H
<&
cs _bcs CS synthesis

Drought map ; \ EPS o
f California @ % W‘fl

() -"

: H Y
H £5 \
?5' v
Osmotic potential Osmotic potential
= Gramrnegative bacteria = Potassium lons
- Gram-positive bacteria - Compatible solutes
— Saprotrophic fungl w— Extraceliviar polysaccharide
® Drougnt impacts carbon stabilization Stessiers
. . . Wet soil Plant wilting point (d) trait distribution
O Major societal impact SnmEy  rememe . :
. . . . . hydraulic discontinuity) g
O Mediated by biotic and abiotic factors TR £ £
® Diverse datasets could elucidate underlying M
simple communities — ACQUIsition traits
processes — — St
tgnak: Nolse
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Malik & Bouskill. 2022. Functional Ecology. https://doi.org/10.1111/1365-

O Data needs to be collected and integrated 5435 14010

Credit: Damerow, Mungall, et al. (2023)
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https://doi.org/10.1111/1365-2435.14010
https://doi.org/10.1111/1365-2435.14010

The Need to Curate Data at Scale

Develop multi-scale capabilities to accuratel _ .

sense and simulate biological-environmenta

feedbacks

The emergence of environmental ‘big data, available through multi-scale environmental sensing and genome - ) L
sequencing technologies, can be combined with powerful computational capabilities. This combination allows the
development of mechanistic models of how microbes interact within complex ecosystem networks and how these
networks respond to environmental stresses to influence ecosystem functioning and productivity.

STRATEGIC VISION

v

1P 4/"////4/////'7/’/

EESA Strategic Vision 2025, p713
https://eesa.lbl.gov/about/strategic-vision

With the discovery of new processes, Berkeley Lab researchers curate and extract information from diverse biological-
environmental datasets, taking advantage of multi-scale ecosystem sensor data and multi-omics approaches. This |
knowledge is used to develop the next generation of models, which can answer questions about the relationships

between microbial metabolic diversity and ecosystem function. For example, our scientists explore the key ecological I
constraints that select for the assembly, structure, and function of microbial groups in a particular environment. In |
diverse settings, ranging from the root zone to permafrost to tropical forests and watersheds, we develop and use these |
next-generation microbe-ecosystem models to uncover how ecology, evolution, and environmental variation interact to |
direct the flow of energy, nutrients, and water through terrestrial ecosystems. |

How to curate data at scale?

Varadharajan et al. 2022. Computers and Geosciences.
https://doi.org/10.1016/j.cageo.2021.105024

Credit: Damerow, Mungall, et al. (2023)


https://eesa.lbl.gov/about/strategic-vision
https://doi.org/10.1016/j.cageo.2021.105024

Automating Data Curation Step 1: Expand Ontological Model

Reduced soil Reduced hydrological Changes in plant
water content connectivity community/physiology
1. Curate multi-scale conceptual model
® Manually curate causally linked terms (“pathway
. » Lower water Decreased substrate Changes in plant organic
dlagram ) potential availability matter quality/quantity
® Link each box/edge to ontology concepts \ /
A
Increased microbial Changes in microbial
I == ™= stress tolerance traits resource acquisition traits
\ 7'y
response to abiotic stimulus
Changes in microbial Changes in microbial
L. . & http://purl.obolibrary.org/obo/GO_0009628 | Copy rowth |eId traits organic matter quallty
Gene Ontology Causal Activity Modeling _ _ g WY
Any process that results in a change in state or activity ¢
result of an abiotic (not derived from living organisms) s
Paul D Thomas,..., Christopher J Mungall

Changes in microbial
biomass and necromass

Nat Genet. 2019 Oct;51(10):1429-1433

Ontology Development Kit: a toolkit for building, EnV

maintaining and standardizing biomedical

dissolved carbon atom in soil Changes in soil organic

Ont0|og|es @ http://purl.obolibrary.org/obo/ENVO_09100002 |l Copy I = carbon content
Nicolas Matentzoglu,..., Christopher J Mungall, David Osumi-Sutherland -

The carbon atom in a dissolved state when measured in soil.

Database, Volume 2022, 2022, baac087 Synonym  soil dissolved carbon atom @

~

A
Iy

f\||| Credit: Damerow, Mungall, et al. (2023)
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https://pubmed.ncbi.nlm.nih.gov/?term=Thomas+PD&cauthor_id=31548717
https://pubmed.ncbi.nlm.nih.gov/?term=Mungall+CJ&cauthor_id=31548717

Automating Data Curation Step 2: Link Model to Datasets

Reduced soil Reduced hydrological Changes in plant
water content connectivity community/physiology

Lower water Decreased substrate Changes in plant organic
potential availability matter quality/quantity
2. Automatically link nodes/edges to papers and datasets .. . — — — \ / |
® Traditional Information-Retrieval | \ @l
Increased microbial Changes in microbial

® Next-generation approaches: Large Language Model stress tolerance traits resource acquisition traits

|

(LLM) _ @ \ t
= I
N !

Transformer behind LLM sl Dacae Changes in microbial Changes in microbial
growth yield traits organic matter quality

Belowground Response to Drought in a Tropical I_ \ /

Forest Soil. Il. Change in Microbial Function Changes in microbial
Impacts Carbon Composition biomass and necromass

-‘" frontiers
in Microbiology

ot
> Enbeding
Encoder

Outputs
(shifted right)

€ = - o

Changes in soil organic
https://github.com/monarch-initiative/ontogpt e carbon content

LILLIE - doi:10.1016/}.i5.2021.101938

VS

Data Collaborative

JGIE (1)

Credit: Damerow, Mungall, et al. (2023)


https://github.com/monarch-initiative/ontogpt
https://doi.org/10.1016/j.is.2021.101938

Automating Data Curation Step 3: Extract Key Variables

Reduced soil Reduced hydrological Changes in plant
water content connectivity community/physiology
-— — q
Lower water Decreased substrate Changes in plant organic
potential availability matter quality/quantity |
_———— - \ / |
| ‘ @i
Increased microbial Changes in microbial I
I stress tolerance traits resource acquisition traits
I \ t |
3. Automatically extract key variables studied @ | I
. . Changes in microbial Changes in microbial V
L4 Eg, m0|sture, drOUght duratlon I C@: growth yield traits organic matter quality
® Align to standards: entity matching - fuzzy matching \I( I D
. . Belowground Response to Drought in a Tropical ~ __ -
Microbiome Metadata Standards: Report of Forest Soil. Il. Change in Microbial Function Changes in microbial
. . i Impacts Carbon Composition I biomass and necromass @
the National Microbiome Data | & trontiers |
. . in Microbiology
Collaborative's Workshop and Follow-On @'- =1 | |
Activities \4 \ 4 Changes in soil organic Total carbon \
tropical forest N % carbon content exudation rate by
Pajau Vangay ... Emiley A Eloe-Fadrosh (ENVO:01001803) L) Zasa Colaporone fine roots per
carbon composition JGI\/’ @ individual plant.
mSystems 2021 Feb 23;6(1):e01194-20 (CHEBI:27594) s £ (FO1418)

~

A
freeeee |1||
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https://pubmed.ncbi.nlm.nih.gov/?term=Vangay+P&cauthor_id=33622857
https://pubmed.ncbi.nlm.nih.gov/?term=Eloe-Fadrosh+EA&cauthor_id=33622857

Example Information Extract Tools: OntoGPT & LILLIE

®  OntoGPT (inside LBNL, Mungall et al. 2023): Generation of Ontologies and Knowledge Bases
using GPT

— A knowledge extraction tool that uses a large language model to extract semantic information from text.

— This makes use of so-called instruction prompts in Large Language Models (LLMs) such as GPT-4.
¢ SPIRES: Structured Prompt Interrogation and Recursive Extraction of Semantics
Zero-shot learning approach to extracting nested semantic structures from text
Uses text-davinci-003 from OpenAl
®  HALO: HAllucinating Latent Ontologies

® Few-shot learning approach to generating/hallucinating a domain ontology given a few examples

® Uses code-davinci-002 from OpenAl

® LILLIE (outside LBNL): Information Extraction and Database Integration Using Linguistics
and Learning-Based Algorithms

— Based on Clause-based information exchange (ClauslE), Open Information Exchange (Open IE), and
Stanford CoreNLP

— Process: Step 1 - Extract triples such as subject, predicate and object. Step 2 - Link the extracted subjects
and objects to specific columns of a relational database to enrich the database.




From Keyword Search to Semantic Search: An lllustration

Web Images Video"*" News Maps Desktop Moma ma

GOUgle baker job opening |[Search ) Ad:eno=d = Input text:

THY1 is overexpressed in human gallbladder carcinoma.

Web Results 1 - 10 of about 6,150,00 .
Extracted Triple:
Vo ey a0 <ot 60T * Subject:
ou may also ca -383- or a : :
applications may be downloaded from Mt Baker, a SChOOI dlStnCt — Text: THY1
www.mtbaker.wednet.edu/jobs/ - 3k - Lacnea - simuar pages - riuter . .
7 — Linked Entity: gene:thyl
CGl: Job Opening : . ;
Job Seekers, Faculty & Other Researchers, Students, Journalists, Policy Makers ... Baker ° Predlcate' 18 overexpressed in
Institute for Animal Health, College of Veterinary Medicine ... ° Object;

www.genomics.cornell.edu/jobs/view_job.cfm?id=47 - 15k - Cached - Similar pages - Filter

— Text: human gallbladder carcinoma

Baker Hostetler - Staff Job Ope=i=~~ . .
law busines_g? employge benefits empli Baker Hostetler a Company - Llnked Entlty UbGTO?’LOOOQJ 1 0

regualtory litigation private wealth real
www_bakerlaw.com/Careers.aspx?Abs_WP_ID=26a8ff33-0471-4c5e-b5b7-6abdchce0326 - Ontology_]_inked ’I‘rip]_e:

19k - Cached - Similar pages - Filter
- gene:thyl ; is overexpressed in ; uberon:0002110

Baker & McKenzie || Careers || Current Openings ||

We are always looking for talented, internationally minded people interested in building their
careers with a truly global law firm.
www._bakernet.com/BakerNet/Careers/Current+Openings/ - 64k -

Cached - Similar pages - Filter

, LILLIE extracts useful information
Current Job Opening Search . .
Click the search button to see all job Baker; a _IOb Openlng rduction,

Architectural Drafting Intern, Architecturar Froject Leaaer ...
hyveenet.hy-vee_.com/applynow/ - 75k - Cached - Similar pages - Filter

e == Keyword search produces mixed results

Law Enforcement Job Submission
Advertise Your Job Openings ... -Mia Baker, Human Resources Officer, Amtrak ... You can
announce your job opening to thousands of potentlal appllcants ata.

www.policeemployment.com/joblisting/ - 10k - Cached - Similar pages
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Potential Collaboration Topics

 Efficient 10 for scientific data

— Leverage PDC (LBNL), H5Bench (LBNL), and Pegasus PMEM
(Tsukuba)

— ML workflow from cosmology?
Entity matching, data integration, and beyond

— Automating data curation requires efficient entity matching and
Tsukuba scientists have worked on efficient algorithms

— Fuzzy matching?
* Thick-restart Lanczos method for eigenvalue
computation

LBNL Tsukuba Collaboration 2023



