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HPC Community Tools
• TAU

• https://www.cs.uoregon.edu/research/tau/home.php

• HPCToolkit

• https://hpctoolkit.gitlab.io/

• Score-P

• https://www.vi-hps.org/projects/score-p/overview/overview.html

• Likwid

• https://docs.hpc.gwdg.de/software_stacks/applications/likwid/index.html 

• Scalasca

• https://scalasca.org/ 

• Grafana

• https://grafana.com/ 

• Perfetto

• https://ui.perfetto.dev/ 
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TAU
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TAU

• Tuning and Analysis Utilities, developed at University of Oregon

• Scalable and flexible performance analysis toolkit

• Automatic instrumentation through Program Database Toolkit (PDT) for routines, loops, I/O, memory, 

phases, etc.
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Installing TAU
• Installed from the public mirror on GitHub 

• (currently using GIT_COMMIT="23a56e2a1a728e99ff03341c30f9d24892c5952b"):

    git clone https://github.com/UO-OACISS/tau2.git

 cd tau2

 git checkout $GIT_COMMIT

    wget http://tau.uoregon.edu/ext.tgz

    tar zxf ext.tgz

 # in the latest version of TAU –roctrace and –rocprofiler are mutually exclusive and –roprofsdk should be used
ROCM_FLAGS="-rocm=${ROCM_PATH} -hip=${ROCM_PATH} -rocmsmi=${ROCM_PATH} -roctracer=${ROCM_PATH} -
rocprofiler=${ROCM_PATH}"

      result=`echo $ROCM_VERSION | awk '$1>6.1.2'` && echo $result

      if [[ "${result}" ]]; then # ROCM_VERSION >= 6.2

         ROCM_FLAGS="-rocm=${ROCM_PATH} -hip=${ROCM_PATH} -rocmsmi=${ROCM_PATH} -rocprofsdk=${ROCM_PATH}"

      fi

  # configure with: MPI OMPT OPENMP PDT ROCM

    ./configure -c++=amdclang++ -fortran=gfortran -cc=amdclang -prefix=${TAU_PATH} -zlib=download -otf=download 

                 -unwind=download -bfd=download  ${ROCM_FLAGS} -mpi -ompt -openmp -pdt=${PDT_PATH} -iowrapper

TAU creates a library for every configuration 
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How to use TAU

• There are mainly two approaches to use an application with TAU and GPUs

• Use TAU Wrappers
• For C: replace the compiler with tau_cc.sh

• For C++: replace the compiler with tau_cxx.sh

• For Fortran: replace the compiler with tau_f90.sh

• Dynamic instrumentation, for example:
• srun -n 2 -gpus 2 tau_exec –T rocm,rocprofiler -rocm ./test
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TAU example in HPCTrainingExample repo

• Full code at: https://github.com/amd/HPCTrainingExamples/blob/main/tests/tau_exec_check.sh
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Jacobi example (MPI+HIP) – Part 1/2

• Using tau_exec with ROCm options (MPI is included unless the serial is declared)

 srun -n 2 --gpus 2 tau_exec -T rocm,rocprofiler,roctracer -rocm ./Jacobi_hip -g 2 1

Partial output of pprof command:

• On the top of the output you see Node 0 (means first MPI 

process) and the thread 0 is always on the CPU, the names are 

about TAU naming and not the real processes

• Then you can see the percentage of the time, the exclusive 

duration and other information for all the calls from the code, 

MPI, and HIP API
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Jacobi example (MPI+HIP) – Part 2/2

• If you continue reading the output of the pprof, we can see the data transfers on thread 1 and 3, these are 

streams as the code uses stream

• Thread 2 is the actual process on the GPU, we can see the names of the kernels called, duration and 

other information
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Jacobi visualization with Paraprof

• Pack the profiling data to a file:

paraprof --pack jacobi.ppk

• Then execute the paraprof tool

paraprof jacobi.ppk

• Each color represents a different routine/API call, each row maps to the information on the left, mean/min/max/stdev

values across all the threads, when you go the mouse over a color, it pop ups the name of the event as it is

demonstrated.
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Jacobi - Communication Matrix

• Windows -> 3D Communication Matrix
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Jacobi - Callgraph

• Windows -> Thread -> Callgraph and select a thread, we chose the CPU thread (0)

• The color indicates which calls take more time than others (blue color) as also you can see the call dependencies
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Jacobi - Tracing

• Activate tracing: export TAU_TRACE=1

• Now we have one TRC file per thread and one EDF file per MPI process

• Merge all the files with the command: tau_treemerge.pl now there are two files named tau.trc and tau.edf

• Create a json file to visualize with perfetto:  tau_trace2json tau.trc tau.edf -chrome -ignoreatomic -o jacobi.json

MPI 0

MPI 1

CPU

CPU

GPU

GPU
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Porting an MPI CPU application

• Identify hot loops for CPU code using TAU with PDT
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Fortran+OMP offloading (Nekbone)

• Execute the application and declare to tau_exec to profile ROCm events (MPI is activated by default, 

otherwise define SERIAL)

• srun –n1  tau_exec -T rocm,rocprofiler,roctracer -rocm ./nekbone data
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HPCToolkit
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HPCToolkit: Overview

• Not an AMD profiler - developed for 20+ years, mainly at Rice University

• HPCToolkit - suite of tools for tracing, profiling and analyzing parallel programs

• Combine sampling data with a static analysis of the program structure for loops and inline functions

• Present top-down, bottom-up and flat views of calling context tree and time-sequence trace view

• Low overhead, easy to use, interactive analysis with hpcviewer

• No instrumentation or recompilation needed, as long as “-g” compiler flag is used

• Supports threads (pthreads, OpenMP®), MPI, hybrid (MPI+threads), and GPUs (AMD, Intel®, NVIDIA)
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Installing HPCToolkit
• HPCToolkit – integrated suite of tools for measurement and analysis of program performance on 

computers ranging from multicore desktop systems to GPU-accelerated supercomputers (Rice University)

• Installation from Gitlab repo using Meson:

      pipx install 'meson>=1.3.2'

      export PATH=$HOME/.local/bin:$PATH

      git clone https://gitlab.com/hpctoolkit/hpctoolkit.git

      git checkout 0bfc9cd58da73e3e5b973d754677ebfe2b0da55d

      cd hpctoolkit

      export CMAKE_PREFIX_PATH=$ROCM_PATH:$CMAKE_PREFIX_PATH

      meson setup -Drocm=enabled --prefix=${HPCTOOLKIT_PATH} 

     --libdir=${HPCTOOLKIT_PATH}/lib build

      cd  build

      meson compile

      meson install
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Profiling with HPCToolkit by Mark W. Krentel: 

https://www.alcf.anl.gov/sites/default/files/2020-05/hpctoolkit-2020.pdf
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Performance Analysis of GPU-accelerated OpenMP Applications using 

HPCToolkit by John Mellor-Crummey: https://www.openmp.org/wp-

content/uploads/HPCToolkit-OpenMP-2023-08.pdft-2020.pdf
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HPCToolkit examples in HPCTrainingExample repo

• Full code at: https://github.com/amd/HPCTrainingExamples/blob/main/tests/ 
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DISCLAIMERS AND ATTRIBUTIONS 
The information contained herein is for informational purposes only and is subject to change without notice. While every precaution has been taken 
in the preparation of this document, it may contain technical inaccuracies, omissions and typographical errors, and AMD is under no obligation to 
update or otherwise correct this information.  Advanced Micro Devices, Inc. makes no representations or warranties with respect to the accuracy or 
completeness of the contents of this document, and assumes no liability of any kind, including the implied warranties of noninfringement, 
merchantability or fitness for particular purposes, with respect to the operation or use of AMD hardware, software or other products described 
herein.  No license, including implied or arising by estoppel, to any intellectual property rights is granted by this document.  Terms and limitations 
applicable to the purchase or use of AMD’s products are as set forth in a signed agreement between the parties or in AMD's Standard Terms and 
Conditions of Sale. GD-18​

THIS INFORMATION IS PROVIDED ‘AS IS.” AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE 

CONTENTS HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS, OR OMISSIONS THAT MAY 

APPEAR IN THIS INFORMATION. AMD SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF NON-INFRINGEMENT, 

MERCHANTABILITY, OR FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO ANY PERSON FOR 

ANY RELIANCE, DIRECT, INDIRECT, SPECIAL, OR OTHER CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY 

INFORMATION CONTAINED HEREIN, EVEN IF AMD IS EXPRESSLY ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

© 2023 Advanced Micro Devices, Inc.  All rights reserved.

AMD, the AMD Arrow logo, Radeon , Instinct , EPYC, Infinity Fabric, ROCm , and combinations thereof are trademarks of Advanced 

Micro Devices, Inc. Other product names used in this publication are for identification purposes only and may be trademarks of their 

respective companies.

The OpenMP name and the OpenMP logo are registered trademarks of the OpenMP Architecture Review Board
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