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Interact with the AMD AI Assistant: USERS BEWARE

Before we even start keep this in mind:

You will be using a large language model to fetch information.

Pros:

1. Easier than a Google search or deep dive into documentation

2. Has the latest information on AMD software as knowledge base

3. Can iterate to get further details through a conversation

4. Reports the sources it used to provide its answers so you can cross examine

Cons:

1. Can (and most likely will) provide incorrect information at times

2. The interaction is probabilistic: you will not get the same answer twice with the same prompt (most 

likely)

3. The model is not fine-tuned to be perfect: some answers will be better than others

4. You cannot consider the answers you receive as gold and will still have to validate them independently

Oct 13-16, 2025 AMD @ CASTIEL



3 |

[Public]

Prompt Engineering – UPDATE THE EXAMPLES IN THIS SLIDE
• Prompt engineering means crafting and refining natural language instructions to guide AI models in 

generating accurate, relevant, and useful outputs.

• Several approaches:

1. Be specific and detailed: “Write a HIP kernel that computes a reduction on an array of integers. Make sure the code 

works”

2. Provide context and background Information: “I am building a shallow water model with periodic boundary conditions…”

3. Include example code or templates (Few-Shot Learning): “Here is an example HIP kernel computing convolutions…”

4. Specify the output format and programming language: “The code should be written in C++…”

5. Assign a coding persona or role: “You are a C++ expert. Write a code that implements…”

6. Break down complex tasks (Chain-of-Thought): “Step 1: recognize easily parallelizable loops. 2) Provide a parallel 

implementation”

7. Use Multi-Step prompts and iterative refinement: “Parallelize the code. Next, refined the code adding error handling”

8. Highlight constraints and best practices: “The code must show great performance, try to avoid atomic operations as 

much as possible.”

9. Experiment with prompt variations: Zero/One/Few shots learning.

Example: You are an expert [C++|C|Fortran] programmer. I want to convert a CPU code to run on an AMD GPU using 

OpenMP® standard 6.0. Use target directives and make sure the code works. Recognize cases when parallelism creates 

race conditions and take appropriate measures to avoid that.
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Key Elements of a Prompt

Definition
Prompts are initial text inputs given to a 

model that guide its responses

Purpose
They serve as instructions for the AI 

model to execute specific tasks

Goal

Prompt engineering refines these inputs 

to enhance accuracy and relevance
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More on Prompt Engineering: best practice

Aspect How to write good prompts How not to write it

Clarity Be explicit about the task and the 

desired outcome

Use vague or generic instructions

Specificity Include detailed context or constraints 

(e.g., format, tone)

Provide insufficient or ambiguous details

Structure Use step-by-step instruction if needed Overload the prompt with multiple unrelated tasks

Audience 

Awareness
Specify the target audience or purpose 

of the response

Assume the AI understands implicit or broad context

Tone & Style Indicate the desired tone or style (e.g., 

formal, casual, humorful, etc)

Leave tone and style undefined, leading to 

mismatched output

Examples Provide examples to guide the AI’s 

understanding

Avoid examples, event for complex tasks

Constraints Define word limits, format or specific 

requirements

Ignore constraints, results in unpredictable outputs
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More on Prompt Engineering: prompt styles

Name Description Advantages Typical Use Cases

Role / Persona Assign a specific role or identity 

to the model to influence the 

tone, structure, or type of 

response

• Controls style and voice

• Enhances creativity or 

empathy

• Simulates expert knowledge

• Tutoring (e.g., “Act as a math 

teacher”)

• Customer support simulation

• Creative writing or storytelling

Chain of Thought 

(CoT)

Encourages the model to reason 

step-by-step instead of jumping 

directly to an answer

• Improves reasoning accuracy, 

• Helps with complex, 

• multi-step problems

Math and logic problems, 

scientific reasoning, legal or 

ethical analysis

Self-Consistency Ask the model to generate 

multiple reasoning paths and then 

choose the most frequent or 

sensible answer

Increases accuracy through 

majority consensus 

Multiple-choice question 

answering, generative 

search/ranking

ReACT (Reasoning 

+ Acting)

Combines reasoning (explaining 

thought process) with actions 

(e.g., tool use, search, function 

calls)

• Powerful for agents that need 

to use tools or APIs

• Bridges reasoning with real-

world execution

• Tool-using agents (e.g., calling 

APIs or databases)

• Interactive tutoring systems

• AI assistants with planning 

capabilities
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Interact with the AMD AI Assistant: SSH tunnel

We are prototyping the use of an AMD AI assistant that has knowledge of the latest documentation and 

material on AMD GPU software and programming

You will be able to interact with this AI assistant during this training, to quickly fetch information

that you will likely need as you navigate your way through the material

First thing to do: create an SSH tunnel to forward a local port (3000) to a remote server's port (3001) via an 

intermediate server (gpu-60)

From the terminal window you are using to log in to gpu-60 do:

ssh -L 3000:gpu-60:3001 193.143.78.200

(or alternatively ssh -L 3000:gpu-60:3001 <username>@193.143.78.200)

Then open a browser window, and on the address bar type:

http://localhost:3000
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Interact with the AMD AI Assistant: logging in

1) Type the email and password that have been provided to you

2) Select the model from the drop-down list

3) Ask a question to the model
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Model based on gemma3:27b

Oct 13-16, 2025 AMD @ CASTIEL

gemma3 is capable of recognizing images

as inputs, llama3.3 is not
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See how RAG knowledge refines the answer
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the knowledge base for the AMD AI

Training Assistant made the answer

more accurate than the base model
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Use any model and attach a knowledge base with #
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You can query a knowledge base

or a single document in the knowledge

base

Note that these will not have names that

are as descriptive so we advise against 

doing that
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Compare models on same knowledge base
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Model output comparison on PyTorch related question

Compare the output of the same 

questions asked

to the base model and to the AMD AI 

Assistant

INCORRECT CORRECT

Oct 13-16, 2025 AMD @ CASTIEL

One of the confusing 

things for PyTorch

users interested in 

running on AMD GPUs

is that the syntax is still 
pytorch.cuda
even if you are 

querying AMD GPUs
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Ask questions about ROCm enabled installations

You can ask how to install AI software

to run on AMD GPUs

The answer is suggesting to:

1. Install ROCm first

2. Load ROCm module

3. Install PyTorch with ROCm support

• Note that it is referencing the script 

from our model installation repo

4. Verify that PyTorch can see the AMD 

GPU
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Check out sources for more details

At the end of every response, you can

examine the sources that have been

used to provide the answer

You can click on each source and examine it

Each source has a percentage of relevance 

that the model has attributed to it
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A note on the legal implications of using AI-generated code

1. Copyright and Ownership

• No Human, No Copyright: In the U.S. and EU, AI-generated code without human authorship 

      is not protected by copyright – it defaults to public domain

• Partial Protection: If a human modifies AI output significantly, they may claim copyright over 

      those modifications but not the raw AI output

2. Attribution & Licensing Risks

• Open-Source Compliance: AI may generate GPL, MIT, or Apache-licensed code, 

      triggering obligations (e.g., attribution, license adherence)

3. Infringement & Legal Risks

• Direct Copying: AI may reproduce verbatim or near-verbatim segments from training data, 

      risking copyright infringement

• Derivative Works: Modifying or translating protected code via AI may be an infringement, if the AI output is too similar to the original

Takeaway: AI-generated code may not be copyrightable but can still infringe copyrights. Treat AI as an assistant, not an autonomous coder
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Disclaimer

The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions, and typographical errors. The information 

contained herein is subject to change and may be rendered inaccurate for many reasons, including but not limited to product and roadmap changes, component and motherboard 

version changes, new model and/or product releases, product differences between differing manufacturers, software changes, BIOS flashes, firmware upgrades, or the like. Any 

computer system has risks of security vulnerabilities that cannot be completely prevented or mitigated.  AMD assumes no obligation to update or otherwise correct or revise this 

information. However, AMD reserves the right to revise this information and to make changes from time to time to the content hereof without obligation of AMD to notify any person of 

such revisions or changes.

THIS INFORMATION IS PROVIDED ‘AS IS.” AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE CONTENTS HEREOF AND ASSUMES NO 

RESPONSIBILITY FOR ANY INACCURACIES, ERRORS, OR OMISSIONS THAT MAY APPEAR IN THIS INFORMATION. AMD SPECIFICALLY DISCLAIMS ANY IMPLIED 

WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY, OR FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO ANY PERSON FOR 

ANY RELIANCE, DIRECT, INDIRECT, SPECIAL, OR OTHER CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN, EVEN IF 

AMD IS EXPRESSLY ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Third-party content is licensed to you directly by the third party that owns the content and is not licensed to you by AMD.  ALL LINKED THIRD-PARTY CONTENT IS PROVIDED “AS 

IS” WITHOUT A WARRANTY OF ANY KIND.  USE OF SUCH THIRD-PARTY CONTENT IS DONE AT YOUR SOLE DISCRETION AND UNDER NO CIRCUMSTANCES WILL 

AMD BE LIABLE TO YOU FOR ANY THIRD-PARTY CONTENT.  YOU ASSUME ALL RISK AND ARE SOLELY RESPONSIBLE FOR ANY DAMAGES THAT MAY ARISE FROM 

YOUR USE OF THIRD-PARTY CONTENT.

© 2025 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, AMD CDNA, AMD ROCm, AMD Instinct, and combinations thereof are trademarks of Advanced 

Micro Devices, Inc. in the United States and/or other jurisdictions. Other names are for informational purposes only and may be trademarks of their respective owners.

qwq and qwen2.5-coder are open-source models from Alibaba Cloud

The OpenMP® name and the OpenMP® logo are registered trademarks of the OpenMP Architecture Review Board
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