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PhD Computer Science – University Carlos III of Madrid, Spain

• Dynamic optimization techniques (reducing overhead in IO and 
communication systems) to enhance performance of MPI-based applications

• Compute-Intensive Applications

Research Fellow – EPCC,  University of Edinburgh, UK

• Scalability and performance of applications executed on HPC and Cloud

• Workflows, data-frameworks, containers and reproducibility tools, etc.

• Data-Intensive Computing Applications

Background
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Scientific fields
Data-driven

Astronomy, Geosciences,  
Meteorology, Bioinformatics 

Common points 

Big complex data sets 
Need to be analysed
Numerous software tools
Data transformation and visualisation 

Big Data Science Era, Data Intensive Computing Applications
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Scientific Workflows  and Computing environments 

Automatically handle 
large amount of data 

Computational steps:
• Scalability
• Flexibility
• Robustly

Big Data Science Era, Data Intensive Computing Applications
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Seismology Scientific Workflows:

dispel4py

CWL

Computing 
environments:

Local

Cloud

HPC

API

Big Data Science Era, Data Intensive Computing Applications
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Delivering Agile Research Excellence on European e-Infrastructures

Aim: To empower domain experts to invent and improve their methods and models

How: By providing a new platform and working environment

Outcome: 
* Tools/frameworks/APIs for data-driven experiments 
* Rapid prototyping
* Run applications at scale on heterogenous systems.

Domains: Seismology (INGV) and Climate (CERFACS)

http://project-dare.eu/

DARE
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* Quickly analyse earthquakes
* Model the ground motion after earthquakes 
* Rapid assessment of earthquakes’ impact,  and emergency response

Rapid Ground Motion Assessment (RA)
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(1) Select an earthquake gathering the real observed seismic waveforms
(2) Simulate synthetic seismic waveforms corresponding to the same earthquake 
(3) Pre-process both synthetic and real data; 
(4) Calculate the ground motion parameters for synthetic and real data 
(5) Compare them with each other ( two types of normalization: mean | max) 

- shake maps and json files 

RA – Five main phases
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Ground motion parameters: 
Displacement (PGD), 
Velocity (PGV) 
Acceleration (PGA)



Earthquake Sora: Southern Italy (Lazio - Frosinone) – 16 Feb 2013
Magnitude : 4.9

Synthetics:
43 stations * (3 components) simulated data == 129 synth waveforms

Real – Download from EIDA archive
31 stations * (3 components)  observed data == 93 real waveforms

Outputs: 2 maps – one per normalization type == 62 files

RA – Five main phases

3-Component Seismogram 
Records Seismic-wave Motion
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* Rapid data analyses and transfer between co-working environments
* Multiple data formats (ascii, xml, obspy, jpg, binary, geojson)
* Multiple data sources (public databases )
* Combination of numerous outputs from multiple workflows/software à Provenance
* Computing and storage resources on demand
* Flexibility and abstraction of workflow pipelines

RA – Five main phases
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Current  status (at M18 of the project) of the stories (all closed) for the RA use case

RA – User Stories – Agile Methodology
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To run it on different computing environments 
- without making any (or little) changes 

Technologies: 
* Scientific workflows (CWL), stream-based data-flow systems (dispel4py), 
* Containers (Docker), Infrastructure orchestrations (Kubernetes), 
* Notebooks (Jupyter), and Cloud platforms.

RA – Portable and Reproducible
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RA – Summary Steps (I)
1. Dockerize Specfem3D

Build a CWL workflow for generating synthetic data

2. Build dispel4py workflows to represent each part of the RA (**)

(**) Except for the generation of the synthetic data

3. Use CWL to connect RA dispel4py workflows
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1. Dockerize Specfem3D

Build a CWL workflow for generating synthetic data

2. Build dispel4py workflows to represent each part of the RA (**)

(**) Except for the generation of the synthetic data

3. Use CWL to connect RA dispel4py workflows

RA – Summary Steps (I)
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Seismic Waveform Simulation: SPECFEM3D

Specfem3d– MPI application that creates the synthetic waveforms 
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MPI Cluster

specfem3D

specfem3D_input_test

DATA

run_specfem3d.sh

Seismic Waveform Simulation: SPECFEM3D

>> cd specfem3D_input_test
>> ./run_specfem3d.sh

Test Case: RA

We run it before
In SuperMUC -
HPC–cluster -
256 cores

decomposes_mesh

database_generation
(MPI)

simulation
(MPI)
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: earthquake source parameter file
: high-quality mesh for the region
: the main parameter file
: list of stations



MPI Cluster

specfem3D

specfem3D_input_test

DATA

run_specfem3d.sh

>> cd specfem3D_input_test
>> ./run_specfem3d.sh

Test Case: RA OUTPUT_FILES

We run it before
In SuperMUC -
HPC–cluster -
256 cores

Seismic Waveform Simulation: SPECFEM3D
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Open standard for describing
• workflows and tools
• platform-independent 

Common Workflow Language - CWL 

Designed to meet the needs of 
data-intensive science

https://www.commonwl.org/user_guide/02-1st-example/index.html

Rules to describe each 
command line tool and
its parameters
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MPI Cluster

specfem3D

specfem3D_input_test

DATA

Seismic Waveform Simulation: SPECFEM3D

Test Case: RA

>> cwltool run_specfem3d.cwl run_specf3m3d.yml

run_specfem3d.cwl run_specfem3d.yml
18



1. Dockerize Specfem3D

Build a CWL workflow for generating synthetic data

2. Build dispel4py workflows to represent each part of the RA (**)

(**) Except for the generation of the synthetic data

3. Use CWL to connect RA dispel4py workflows

RA – Summary Steps (I)
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Automation
Automates pipeline executions

Concurrent, distributed computations
Stream-based mode

Provenance

Workflow Composition
Python  Library
Groupings 
Jupyter Notebooks

Optimisation
Multiple streams 
Avoids I/O operations

Mapping
Sequential

Multiprocessing 
MPI

Apache Storm
ZeroMQ (prototype)

https://github.com/dispel4py/dispel4py

dispel4py parallel stream-based dataflow system    

Key-features: Automatic mappings to different engines, concurrent & stream-based

High-level stream-based data pipeline
~ Apache Beam

Embarrassing parallel data-instensive applications

Rosa Filgueira
Amrey Krause
Malcolm Atkinson

DAG execution engine

20



Graph
• Connections among PES
• Abstract workflow 

Instance
• Each PE is translated into one or 
more instances in run-time

• Each instance runs in a process
• dispel4py does it for you
• Concrete workflow

Mappings
• Sequential, multiprocessing, MPI

Pipeline

Split & Merge

Tree

Ê Example of graphs

4 PEs & 10 processes

a a

b

c

b

c

a

b

c

a

dispel4py parallel stream-based dataflow system    
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dispel4py parallel stream-based dataflow system    
Ê Example of Composite PE

Ê Example of Partition

P1 P2 P3 p1

p2

p2

p3

p2 p3

t=10:00

t=11:00

t=10:00

Ê Example of Grouping By a 
feature (MapReduce)

Ê All data items that satisfy the same 

feature are guaranteed to be delivered 

to the same instance of a PE
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dispel4py parallel stream-based dataflow system    

Provenance Alessandro Spinuso

Runtime provenance collection with selective paths and 
user-defined domain information. 
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Test Case: RA

The workflow downloads real waveforms 
corresponding to the same earthquake. 

RA – Download observed data
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Test Case: RA

Similar preprocessing steps 
in synthetic and observed data

RA – Pre-processing observed and synthetic data
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Test Case: RA

Ground motion parameters:
Peak ground values of displacement, velocity
and acceleration. 

Two types of normalisation – Mean & Max
Two set of PGM outputs – Max & Mean

RA – Ground motion parameters
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Test Case: RA

output

Peak ground values of 
Displacement (PGD), 
Velocity (PGV)
Acceleration (PGA)

RA – Ground motion parameters
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Waveform propagation 
snapshots and  maps of 
ground motion parameters
are  fundamental for a 
visual representation 
of the earthquake

RA – Ground motion parameters maps
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1. Dockerize Specfem3D

Build a CWL workflow for generating synthetic data

2. Build dispel4py workflows to represent each part of the RA (**)

(**) Except for the generation of the synthetic data

3. Use CWL to connect RA dispel4py workflows

RA – Summary Steps (I)
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dispel4py +                               à semantics and descriptions

RA – dispel4py + CWL

>> cwltool --provenance run-ra/ --full-name "Rosa Filgueira” 
run_ra.cwl run_ra.yml
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1. Dockerize Specfem3D + CWL

2. RA dispel4py workflows

3. CWL to connect RA dispel4py workflows

RA – Summary Steps (I)

Experiment I:
• Run all the steps of the RA in our laptops, small dataset, sequential mapping 

Experiment II:
• Run the same codes using NSF-Chameleon cloud, MPI docker cluster, larger dataset, MPI mapping 

CWL is in charge to execute and connect each part of the RA application. 
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4. DARE API – Workflows as a Services

5. Orchestration with Kubernetes: MPI cluster, dispel4py, CWL, SPECFEM3D, Registry

6. Jupyter Notebooks to submit applications/workflows to the working environment:

* Talk with the DARE API

RA – Summary Steps (II)

Jypyter
Notebook

DARE
API

Docker
MPI cluster

CWL
dispelp4y
Registry

*DARE API ~ to Apache Livy
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4. DARE API – Workflows as a Services

5. Orchestration with Kubernetes: MPI cluster, dispel4py, CWL, SPECFEM3D, Registry

6. Jupyter Notebooks to submit applications/workflows to the working environment:

* Talk with the DARE API

RA – Summary Steps (II)
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• Provisions a computing environment
• Docker MPI cluster spawned on demand / 
Kubernetes

• Runs and monitors an application
• Collect its provenance and results

DARE API 

• Web service
• Acts as an intermediary between:

• users’ applications 
• the underlying computing resources

Jypyter
Notebook

DARE
API

Docker
MPI cluster

CWL
dispelp4y
Registry
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Characterises the source parameters of an earthquake: location, magnitude and 
rupture mechanism. 

Many simulations by perturbing the source parameters. 
Analysis of the impact caused by each simulation on the ground motion.

Seismic Source Analysis (SS) – New Use Case
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New interfaces provide a fluent path from prototyping to production. 

Data-intensive applications are not locked to platforms
* can be moved to suitable new platforms 
* without human intervention

Abstract and semantic descriptions to allow reproducibility and portability. 

Workflows-as-a-services (Waas): End-users do not need to set up any environment

Conclusions
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Workflows can be optimised intelligently without the user needing to do that
- New dispel4py mappings – dynamic deployment – ZeroMQ
- Handling errors - Recovery from failure(s)
- Automatic optimizations  - exploiting data parallelism

CWLProv + dispel4py Provenance – integrate different levels of provenance

Future Work
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DARE: A Reflective Platform Designed to Enable Agile Data-Driven Research on the Cloud, IEEE eScience 2019
Comprehensible control for researchers and developers facing data challenges, IEEEE eScience 2019

Delivering easy-to-use frameworks to 
empower data-driven research

Dr. Rosa Filgueira
rosa.filgueira@ed.ac.uk

Questions ?

Thanks!
CCS-EPCC  Workshop Tsukuba 2019
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