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Supercomputer at CCS: Cygnus

D Multi-Hybrid Accelerated Computing Platform

 Combining goodness of different type of accelerators: GPU + FPGA SNGLE e x?) oo switen
* GPU is still an essential accelerator for simple and large degree of (without FPGA)

parallelism to provide ~10 TFLOPS peak performance
* FPGA is a new type of accelerator for application-specific hardware with
programmability and speeded up based on pipelining of calculation
* FPGA is good for external communication between them with advanced PCle network (switch)
high speed interconnection up to 100Gbps x4 chan
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e Our new supercomputer “Cygnus”
* Operation started in May 2019
» 2x Intel Xeon CPUs, 4x NVIDIA V100 GPUs, 2x Intel
Stratix10 FPGAs
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Target GPU:
* Deneb: 48 CPU+GPU nodes NVIDIA Tesla V100 b node (xd)
. Deneb node (x
* Albireo: 32 CPU+GPU+FPGA nodes oecification of C
: : pecification of Cygnus
with 2D-torus dedicated network for FPGAs SINGLE l\gto\n(f)o(;l;switzc)h Network switch
NODE ps X 100Gbps x2 s a:
* FPGA design plan 26 A0S DIF
Peak (GPU: 2.2 PFLOPS, CPU: 0.2 PFLOPS, FPGA: 0.6 PFLOPS SP)
* Router Target FPGA: CPU performance = enhanced by mixed precision and variable precision on
- For the dedicated EPGA \ Nallatech 520N . FPGA
P : RDMA module > > Flow [T Nj
network, this Imp|. IS ||| Transmitter & Receiver |« Icontrolierd—| SL3 | J<—> PCle network (switch) PCle network (switch) o e 80 (32 Albireo (GPU+FPGA) nodes, 48 Deneb (GPU-only)
mandatory. . 5 nodes)
v _ £
- Forwarding packets User Logic £ [ ool 88 [T g FPGA FPGA — 192 GiB DDR4-2666/node = 256GB/s, 32GiB x 4 for
to destinations 2 V¥ \A A/ \A A4 GPU/node =3.6T8/5
) =
* User LOgIC ? 'J' ™ Flow T g3 [Tle> ° NV s A A CPU / node Intel Xeon Gold (SKL) x2 sockets
Memory controller <—Controllerq— ] ‘ Inter-FPGA Inter-FPGA
- OpenCL ke rnel runs (R direct network direct network
ore Al : : R R GPU / node NVIDIA V100 x4 (PCle)
' ~Local memory (H Intel Stratix10 x2 (each with 100Gbps x4 links/FPGA and
- - Albireo node (x32 FPGA d ALEL Stratix 2t x €ach wi PS X4 1INKS an
Inter-FPGA comm. Inter-FPGA direct network (x32) / node x8 links/node)
can be controlled \ Ordinzry inter—rfwde network (CPU, GPU) by IB EDR
e raas With 4-port Il bisection b i
from OpenCL kernel. S— — Router | (1 4-ports X full bisection b/w s;‘;tt;ar:f"e Lustre, RAIDS, 2.5 PB
«SL3 IB EDR Network (100Gbps x4/node)
o Local > : | Packet || Mellanox InfiniBand HDR100 x4 (two cables of HDR200 /
- SerialLite Il : Intel Decoder Interconnect )
FPGA IP Packet Encoder lon Network 4 TB/s aggregated bandwidthj
W »~ = N
- Including transceiver ?:. > > Eh‘* Programmin CPU: C, C++, Fortran, OpenMP, GPU: OpenACC, CUDA
modules for Inter- 2 > » £ | ! ! g Language FPGA: OpenCL, Verilog HDL
= > » O ly for Albi -
FPGA data transfer. 64(::Gonr Z'I':m "OdZS) Deneb nod Albireo nLdes % InterFPGA direct network System
s on Albireo nodes are eneb nodes NEC
- Users don’t need to connected directly as 2D-Torus _ _ o Vendor
configuration without Ethernet sw. Ordinary inter-node communication channel for CPU and GPU, but
care they can also request it to FPGA
D OpenCL-ready High Speed FPGA Networking [1]
: Our proposed method . Pipelined communication experiment
®FPGA-based parallel comp. with OpenCL o PTOP _ |
N : ®Communication Integrated Reconfigurable e ot - G 0 . Node A Node B Node C
- Needs a communication system being , et tmtet (fut s nog.in), . . .
. ot CompUting System (CIRCUS) ) a2t g o T
suitable to OpenCL and Intel FPGAs , al - xeadchamme_intel(va_nponini | ool
, » CIRCUS enables OpenCL code communicate T e et tnver ruay nog_in);
-- Using of Intel FPGA SDK for OpenCL ~~ , ) R
with other FPGAs on different nodes | esechammeltuesi(tua.y-por.in)
* Channel Extension: i : : . .
. Cluster System with FPGAs > Extending Intel’s channel mechanism to e oo :
(DDR4) g
Transferring data between 1 T ononet Node 1 Node N N | ot v Lvanvs, ~ Commp.
kernels directly (low latency | ./ A\ o cPU externat communications R A A = =
and h|gh bandW|dth) SKZL:;ZT Deiﬂ?fé'f” Op.enC.L l >Plpellne manner Sendlng/receIVIng data i - [ 1:QSFP28 Port A B: Start and end point to clock
= We can use multiple Comm. w/o channels Application from/to compute pipeline directly L - N
kernel design to exploit pc|eI < T mmer. it (fut_x nogout, clockeine
space parallelism in an Romer T " FPGA 2mmne sender(_global. float® restrict x, int 1) { ) eten it Covs pars - 2) .
-C-:;f\)el- Q or (int 1 =95 1 < n; 14+ write_channel_intel (fwd_x_pos_out, clocktime Sy 907Gbps’]\
FPGA © float v = x[il; s e ‘ 8 o
OpenCL write_channel_intel(simple_out, v); | else if o,ut _crtl'.) - 3 a2
" I/O Channel Kernels I }[ e = se"dtercie(onFPGfl o ) ! ' write_ihan;zl_intel(;wj_y_neg_out, ctocktime ( | Send %
Comm. w/ channels } CIRCUS val, &t_tap)); g
- ConneCtS OpenCL OpenCL Circuits BSP X - - ’ else.if (OUt‘por? = ]
. . ,rmmmmmmmmmmmm pmmmmmm— e ——- - . receiver(__global float* restrict x, int n) { write_channel_intel (fwd_y_pos_out, clocktime ( 20 -
with perlpherals : . \ for (int i = @; i < n; i++) { i val, &t_tmp));
. ] ——>| Network . oat v = read_channel_intel(simple_in) j+— else if (out_port == &
. OpenCL : I [fl. d_channel_intel(simple_in)} } it . ) |
- We used thls featu re: Kernels " : Controller . .! lnterconnect x[1i] = v; . wrlte_channe.l_lntel(:Lnternal, clocktime(val, & . B » - " . r
! 10 Channels Serial Links (x4) } receiver code on FPGA2 t_tmp)); 10 10 10 10 10 10 10
N SN .._._.. L } ¥ - Message Size / FPGA [B]

D Authentic Radiation Transfer 2!

« Accelerated Radiative transfer on grids Oct-Tree * Problem space is divided into small blocks . S AN e %“”a' SR J
(ARGOT) has been developer in Center for * e.g.(16,16,16) > 8 X (8, 8, 8) Reader [ IGAMMINEN (>x>x>) [ ISRAR \'itcr £ 1200 @
Computational Sciences, University of Tsukuba * PEis assigned to each of small blocks g 1000 (

. . . 5 Memory Network 4.9x faster
* ART is one of algorithms used in ARGOT and eh S e . % 800 S -e-CPU(14C)
dominant part (90% or more of computation — - _ _ 2§ 6 -0-CPU(28C)
time) of ARGOT program * Our |mpIementa’F|on uses channel based approach © £ 400 -e-P100(x1)
/4 f /4 /4 E—) * One of extensions to OpenCL for FPGAs by Intel £ L EPGA
* It enables inter kernel communication much faster & 200 —— :‘M
* ART is ray tracing based algorithm / L/ ! * No external memory (DDR) access is required 0
* problem space is divided ~ N / (16x16x16) GOE) * Lower resource utilization than DDR access (16,16,16)  (32,32,32)  (64,64,64)  (128,128,128)
_ ) mesh size
Into meshe;:s an reac;cllons h * PEs are connected by channels each other > > Global Memory
are computed on each mes * PE: Processing Element (DDR4) _ J— i _ ;
° Memory access pattern / \Mﬂ N/J * BE: Boundary Element - N N 1| / \\ Of-f-?-h-'f)-t SKZL:;Z? —”:D]I*—’ De;f;:‘:;‘f” Size CPU ( 1 40) CPU (28C) P100 FPGA
ite Read I‘\ ----- F I-FO ----- ":
depends on ray direction / / ] ] * Kernel of PEs and BEs are started automatically by Source Destination e E;g’ ;2’ ;g; 1 ;gg 1 ;;i 1(9)(5)2 :: ?2;2
. . i N erne erne
* NOt SUItabIe for SIMD arChIteCture ?Utf;:vr;fzg;k::;ﬁoverhead and resource usage i § " [\C = — ’ . : : : i
E:rc::lze of decreasing number of host controlled L "?i%z:"ff) without channels with channels (64; 647 64) 1 750 2272 1041 4 1 1 1 10
Coe = (128,128,128) 95.4 165.0 | 1116.1 | 1133.5
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