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Supercomputer at CCS: Cygnus

' Multi-Hybrid Accelerated Computing Platform

* Combining goodness of different type of accelerators: GPU + FPGA SINGLE 200G D) Network Switeh
* GPU is still an essential accelerator for simple and large degree of (without FPGA)

parallelism to provide ~10 TFLOPS peak performance
* FPGA is a new type of accelerator for application-specific hardware with
programmability and speeded up based on pipelining of calculation
* FPGA is good for external communication between them with advanced PCle network (switch) PCle network (switch)
high speed interconnection up to 100Gbps x4 chan

=
El

Cygnus

* Qur new supercomputer “Cygnus”
* Operation started in May 2019
* 2x Intel Xeon CPUs, 4x NVIDIA V100 GPUs, 2x Intel
Stratix10 FPGAs

Target GPU:
* Deneb: 49 CPU+GPU nodes NVIDIA Tesla V100 Deneb node (xd8)
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* FPGA design plan 2.4 PFLOPS DP
Peak (GPU: 2.2 PFLOPS, CPU: 0.2 PFLOPS, FPGA: 0.6 PFLOPS SP)
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D OpenClL-ready High Speed FPGA Networking [1]
. Our proposed method - Pipelined communication experiment
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. s CompUting System (CIRCUS) P |
suitable to OpenCL and Intel FPGAs . T = resecnamel tnte (s pos ) | papy
Using of Intel FPGA SDK for OpenCL »CIRCUS enables OpenCL code communicate T ety e
T UIINNTIE U HTILCTT T T UM DU\ TV UPYCTIICL ; . . } else if (in_port == 4) {
with other FPGAs on different nodes s e ol tated (. o)
* Channel Extension: ' : : . 4
Transferring data betwean T ] Cluster System with FPGAs > Extending Intel’s channel mechanism to *
ing ML R Node 1 Node N external communications avesse - Comp. t :

kernels directly (low latency | e / \ CPU AR o o

and high bandwidth) o "o opencl || » Pipeline manner: sending/receiving data - 1 QsFP28 Port A Stert anct encl ot o clock

* We can use multiple Comm. w/o channels Application from/to Compute pipeline directly L = .
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D Authentic Radiation Transfer 2!

* Accelerated Radiative transfer on grids Oct-Tree * Problem space is divided into small blocks — " _— AN e w‘*“"“ PELETAELES J
(ARGOT) has been developer in Center for * e.g.(16,16,16) > 8 X (8, 8, 8) Reoder IENASMRSIINN o2 N Viitc = 1200 @
Computational Sciences, University of Tsukuba * PEis assigned to each of small blocks g 1000 (

. . . s Memory Network 4.9x faster
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