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Automatic Tuning of Parallel 1-D FFT
on Cluster of Intel Xeon Phi Processors

Development of Parallel Sparse
Eigensolver Package: z - Pares

The aim of this research project is to develop numerical software for
large- scale eigenvalue problems for post-petascale computing
environment. An eigensolver based on contour integral (the SS
method) has been proposed by Sakurai and Sugiura [3]. This method
has a hierarchical structure and is suitable for massively parallel
supercomputers [2]. Moreover, the SS method can be applicable for
nonlinear eigenvalue problem [1]. Block Krylov method [4] improves
the performance of the method. Based on these newly designed
algorithms, we have developed a massively parallel software z-Pares
freely-available from http://zpares.cs.tsukuba.ac.jp/. MATLAB version
is also available in our webpage. We have also developed CISS
eigensolver in SLEPc.

Background

The fast Fourier transform (FFT) is widely used in science and
engineering. Parallel FFTs on distributed-memory parallel
computers require intensive all-to-all communication, which
affects their performance. How to overlap the computation and
the all-to-all communication is an issue that needs to be
addressed for parallel FFTs.

Overview

We proposed an automatic tuning (AT) of computation-
communication overlap for parallel 1-D FFT. We used a
computation-communication overlap method that introduces a

communication thread with OpenMP. An automatic tuning facility
for selecting the optimal parameters of the computation-

communication overlap, the radices, and the block size was
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