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Accelerator/Co-processor Devices
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Processors with a Built-in Accelerator

Intel Skylake Gen9 GT4/e

AMD APU Kaveri(2013) Intel Broadwell Xeon with a Built-in FPGA

Tegra K1 (ARM Cortex-A15 with NVIDIA GPU)
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FPGA Programming Model

Libraries

???

Programming 
Languages

Directive
Based

HLS

(High Level Synthesis)

Applications

HDL
(Hardware Description Language)

OpenCL
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Workload for Test

Electronic Structures: Sparse Matrix-vector Multiplications

Schrödinger Eqs. w/ LANCZOS Algorithm

 C. Lanczos, J. Res. Natl. Bur. Stand. 45, 255 

• Normal Eigenvalue Problem (Electronic Structure)

• Hamiltonian is always symmetric

• Steps for Iteration: Purely Scalable Algebraic Ops.

Compressed Sparse Row(CSR) Format

• Storage for Large-scale Hamiltonian Matrices.
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Workload for Test

Execution time of LANCZOS algorithm

Schrödinger Eqs. w/ LANCZOS Algorithm

 C. Lanczos, J. Res. Natl. Bur. Stand. 45, 255 

• Normal Eigenvalue Problem (Electronic Structure)

• Hamiltonian is always symmetric

• Steps for Iteration: Purely Scalable Algebraic Ops.
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Workload for Test

Serial code of SpMV

Schrödinger Eqs. w/ LANCZOS Algorithm

 C. Lanczos, J. Res. Natl. Bur. Stand. 45, 255 

• Normal Eigenvalue Problem (Electronic Structure)

• Hamiltonian is always symmetric

• Steps for Iteration: Purely Scalable Algebraic Ops.

Compressed Sparse Row Format

• Storage for Large-scale Hamiltonian Matrices.
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Strategy for Porting to FPGA

Core Module for SpMV

Select FPGA device
and load kernel

Create buffer for
1) row/column index (RO)
2) A matrix              (RO)
3) X vector               (RO)
4) Y result vector       

(WO)
RO : Read-Only    WO : Write-Only

Set kernel argument
(parameters of func. Call)

Computing Strategy

• All the multiplications 
are performed on a    
FPGA side

• Need to create buffers 
to store matrix, in/out 
vectors

• Involves copy in/out to
/from FPGA to get the 
correct results

OpenCL Host Code  
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Strategy for Porting to FPGA (Cont.)

Core Module for SpMV

Computing Strategy

• All the multiplications 
are performed on a    
FPGA side

• Need to create buffers 
to store matrix, in/out 
vectors

• Involves copy in/out to
/from FPGA to get the 
correct results

OpenCL Host Code  

(con’t)

Data transfer
From host to device

Call kernel function

Data transfer
From device to host
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Strategy for Porting to FPGA (Cont.)

Core Module for SpMV

Computing Strategy

• All the multiplications 
are performed on a    
FPGA side

• Need to create buffers 
to store matrix, in/out 
vectors

• Involves copy in/out to
/from FPGA to get the 
correct results

OpenCL Kernel Code  

Function parameter

Map each thread for each 
row (i.e. parallelize for 
row)

Multiplication for 
each row
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 Setup condition

 Intel FPGA SDK for OpenCL ver. 16.0.2

 Quartus Prime Pro 16.0

 AAL(Accelerator Abstract Layer) Kernel 5.0.2

 OpenCL BSP(board support package) 1.0

Environment for Development

 Test environment

 Convergence criterion: 10-8eV

 Maximum # of iterations: 104

 Mission: find 10 lowest conduction band energy 

levels of Si:P QDs
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Optimization with SIMD

Cannot be directly applied: thread ID dependency

Changing computing logic to avoid dependency on 
Thread ID

• Encounters another problem

 Logic is too complicate to be fit to FPGA

(Warning Message)

Fail!

What about employing more computing unit then?
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Optimization with copying “compute units”

Number of “compute units”

• The maximum copy units is 6 for this code

• Compilation error (logic util > 100%) w/ 7 units)

Report for num_compute_units(6)

Report for num_compute_units(7)
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 A well known technique to accelerate data transfer between host and device(FPGA)

 Data transfer is performed implicitly when pinned memory is used

 Utilization of pinned memory : ~1.64x bandwidth

Optimization with Memory Pinning
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 Implementation OpenCL kernel code for the built-in FPGA device

 Two strategies for performance improvement

 Duplication of compute unit : up-to 6, ~1.58x speed-up

 Utilization of pinned memory : ~1.64x bandwidth

 SpMV code with Altera Dynamic Profiler for OpenCL to analyze

 Memory/channel/pipe accesses

 SIMD usage

Conclusion and Future Plan
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Questions? / Comments?

Thank you!


