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2012 2017 Ratio
CPU Cores 16 36 2.25x
Storage 4 TB HDD 4 TB SDD

32 TB HDD
9x

Network 1Gb 50Gb 50x
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10’s of PB ExabytesAzure 
Storage

Pbps10’s of TbpsDatacenter 
Network

2012 2017

100K MillionsCompute 
Instances



Is the cloud really big enough to handle Exascale
HPC?



ASICsFPGAs

Source: Bob Broderson, Berkeley Wireless group



CPUs 1X Today’s standard, most programmable, 
good for services changing rapidly

Manycore
CPUs 3X

Many simple cores (10s to 100s per chip), useful if 
software can be fine-grain parallel, difficult to maintain.  

GPUs 5-30X Good for data parallelism by merged threads (SIMD), 
High memory bandwidth, power hungry

FPGAs 5-30X
Most radical fully programmable option.  Good for 
streaming/irregular parallelism.  Power efficient but 
currently need to program in H/W languages.

Custom
ASICs > 100X Highest efficiency. Highest NRE costs. Requires high 

volume. Good for functions in very widespread use that 
are stable for many years. 

Structured
ASICS 20-100X Lower-NRE ASICs with lower performance/efficiency.

Includes domain-specific (programmable) accelerators.

Perf/WMore
Flexible

More
Efficient

Conventional 
programming

Alternative
programming

Can’t change
functionality





Software FPGA ASIC
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WCS Gen4.1 Blade with NIC and Catapult FPGA

Catapult v2 Mezzanine card

[ISCA’14, HotChips’14, MICRO’16]



CPU

NIC
40G Ethernet

PCIe Gen 3 PCIe Gen 3

Compute Acceleration
Network Acceleration
Hardware as a Service



0

5

10

15

20

25

1 10 100 1000 10000 100000 1000000

Ro
un

d-
Tr

ip
 L

at
en

cy
 (u

s)

LTL L0 (same TOR)

LTL L1

Example L0 latency histogram

Example L1 latency histogram

Examples of L2 latency histograms for different pairs of FPGAs

Number of Reachable Hosts/FPGAs

Catapult Gen1 Torus
(can reach up to 48 FPGAs)

LTL Average Latency

LTL 99.9th Percentile

6x8 Torus Latency
LTL L2

10K 100K 250K



2013 2014 2015 2016



Is the cloud really big enough to handle Exascale
HPC?

• Are there examples of really big applications scaling 
on the cloud?
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Is the cloud really big enough to handle Exascale
HPC?
Are there examples of really big applications scaling 

on the cloud?
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Is the cloud really big enough to handle Exascale
HPC?
Are there examples of really big applications scaling 

on the cloud?
Won’t virtual machines kill performance?
Doesn’t HPC need fast specialized networks?







Is the cloud really big enough to handle Exascale
HPC?
Are there examples of really big applications scaling 

on the cloud?
Won’t virtual machines kill performance?
Doesn’t HPC need fast specialized networks?
Can clouds support specialized hardware?
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A Scalable FPGA-powered DNN Serving Platform
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Network switches

FPGAs



FPGA2xCPU
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Model Parameters 
Initialized in DRAM



FPGA2xCPU
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2xCPU

Observations

42



2xCPU
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Arria 10 1150 (20nm)

ms-fp9

316K ALMs (74%)

1442 DSPs (95%)

2,564 M20Ks (95%)

160 GOPS/W

Stratix 10 280 Early Silicon (14nm)

ms-fp9

858K ALMs (92%)

5,760 DSPs (100%)

8,151 M20Ks (70%)

320 GOPS/W  720 GOPS/W (production)
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