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Software Researches for Big Data and Extreme-Scale Computing

Gfarm file system is an open source distributed
file system. It is designed for both the cluster
environment for high performance data analysis,
and the geographically distributed environment
for global data sharing and archive. Gfarm
provides high performance by exploiting parallel
/0, and high availability by leveraging data
replication service.

http://oss-tsukuba.org/en/software/gfarm
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. Gfarm: a High Performance Distributed File System for Supercomputing (112

Features include

* Exploit local storage, and data locality for scalable
|/O performance

* No single point of failure

* MapReduce, MPI-10, Pwrake workflow system, Batch
gueuing system with data locality enhancement

* InfiniBand support

e Data integrity is supported for silent data corruption

* 19,000 downloads since March 2007

* Production systems: 8PB JLDG, 22PB HPCI Storage,
etc.

' Pwrake workflow system and SMTEF parallel benchmark framework for many-task computing i

Pwrake is a workflow system for data-intensive science. Workflow DAG Partitioning
It provides locality aware scheduling using multi-
constraint graph partition to minimize data transfer, and
disk cache aware scheduling using LIFO based task queue.

SMTEEF is a parallel benchmark framework for many-task
computing based on Pwrake. It executes parallel jobs
simultaneously to evaluate system maximum throughput

https://github.com/masal6/Pwrake
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We first present GET+ and PUT+ operations that accelerate the RAMP
transaction by exploiting RDMA write operations. We then present
the GET* operation, which further accelerates GET+ operations
exploiting RDMA read operations. The results of the experiments
show that compared with RAMP transactions on IP over InfiniBand,
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Shuffling, the inter-node data exchange phase of MapReduce, has been

reported as the major bottleneck. We compared RDMA shuffling based

on rsocket with the one based on IPoIB. We also compared our in-
memory system with Apache Spark. Our system demonstrated
performance improvement by a factor of 2.64 on BiGram Count as
compared to Spark. We conclude that it is necessary to overlap map
and shuffle phases to gain performance improvement.
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