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- This linear system appears in ... 2
@& Eigensolver using contour integral (SS method)

" Physical value calculation in Lattice QCD
m) Linear system with 12 ~ 100 multiple right-hand

sides need to be solved.
\_ _J
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* Block BICGSTAB

O-lteary (1950)
Vital (1990)

El Guennouni (2003)
J

Linear system with multiple right-hand sides can be
efficiently solved by using Block Krylov methods
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What is “efficient?”

» Residual norm of Block Krylov methods may converge
in smaller number of iterations than that of Krylov methods
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Fig. 1. True relative residual norm histories of Block BiCGSTAB.
:L=1, W :L=2, W :L=4.
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Pros and ¢

DC 10N

— Pros ~
* Linear system with L RHSs can be solved simultaneously.

* The number of iterations of Block Krylov subspace methods

g may smaller than that of Krylov subspace methods. )

— Cons ~
* The accuracy of the obtained approximate solution may
not good if the stopping condition is satisfied!

* The relative residual norm may not converge due to the

influence of numerical instability when the number of

L right-hand sides L is large.
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Krylov subspace methods when the number of
right-hand sides is large.







Definition of ¢
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Linear systems —&="
|AX =B, AeC™, X,Be€ @""LJ

Def. of an operation o

$

Ro(z) = Po(z) = I,
Ri+1(2) = Ri(2) — 2Pr(2)ag,
Pi+1(z) = Ri41(z) + Pi(2)Bx

.

Jj=0
The (k+1)th residual k
2 ) _
Rk+1 — B -— AXk+1 Here, Mk(Z) — ZO ZJMJ',
J=
L = (HisaRis1)(A) © RO) M; e CLxL, V e C"™¥L
- Recursions of polynomials N

HO(Z) — 19
Hi+1(z) = (1 = $z)Hi(2)

0 ’ )




There are two ways of derivation of recurrence formulas

~—— The (k+1)th residual —
Riy1 = B—AXpn

(Hr+1Ri+1)(A) o Ry
\_ J

Expand from H; l

[ Block BiCGSTAB ]
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Xo € C™L is an initial guess,
Compute Ry = B — AX,,
Set Py = R,
Choose R, € C™L,
For k =0,1,...,until ||R;||lr < &||B||r do:
Solve (i{?APk)ak = i{(l){Rk for a,
Ty = Ry — APay,
Tr[(AT)"T«]
S = ATORAT
Xiy1 = Xi + Prag + §i Ty,
Ry = Ty — (AT,
Solve (RHVk),Bk —R0 Z . for B,

Pii1 = Rpy1 + (Pk — $Vi)PBrs
End




* Theoretically, the true residual B — 4X, is equal to the
recursive residual R,.

B—AXk=Rk

* If the recursive residual R, becomes zero matrix, then
the true residual B — 4AX, also becomes zero matrix.
* Hence, X, is the exact solution.

However, the equation B — AX, = R, is not satisfied in the
numerical computation.
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Development of a high @ ¢ Ver

~ Recursions of X, and R, ., y—— Expansion of recursions —

k k
X =X+ P + . T
k1 = Xie + Prage + Gl Xes1 = Xo + ) Pjej+ ) T,
Riy1 = Ry — APray — §x ATy j=0 j=0
k k
Here, Rii1 = Ry - Z(Apj)“j - Z ¢j(AT})
Xka Rka Pka Tk S @nxL’ L /=0 J=0 y

ai € CLXL, (i € C.,

\ 4

k k
B - AXis1 = Runt + Y [(AP)a; - APjap)| + ¥ [6AT) - AT
=) J=0

.

— The relationship between the true res. and the recursive res. —

J
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Matrix : JPWH991 (from Matrix Market)

#RHS : L =4 10!
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Fig. 2. Relation between the true rel. res. and the error matrix norm.
1B - AXk”F/”B”E H -

Here, E; = Z [(AP)e; - APje))
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There are two ways of derivation of recurrence formulas

~—— The (k+1)th residual —
= B—-AXi

= (Hi+1Rr+1)(A) © Ro

Expand from H; ., 1 \ Expand fromR ;.

[ Block BiCGSTAB ] [ Block BiICGGR ]

Rk+1




4 N
Xo € C™I js an initial guess,

Compute Ry = B — AX,,
Set Py = R,
Choose R, € C"™L,
For k=0,1,...,until ||R|lr < €||B||r do:
Solve (i(OHAPk)ak — E?Rk for a;,
tr[(AR)" Ry]
tr[(AR)MAR,]
Ur = (Pr — §rAPR)ag,
Xiv1 = Xyg + Ry + Uy,
Ris1 = Ry — {kARy — AUy,
Solve (ROHRk)Yk = R?Rkﬂ/{k for yy,
Pri1 = Rpy1 + Urys,
APry1 = ARy + AUgyy,
L End For

k -_
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~ Recursions of X, and R,
Xi+1 = X + iRy + Ui

Rii1 = Ry — §rARy — AU,

\.

Here,
Xio Ry, Uy, € @nXL, {k e C.

—— Expansion of recursions —

k k
Xi+1 = Xo + Z{jRj + ZUJ'
j:() _]=0

k k
Riii=Ro-) {i(AR) - ) AU;
j:() J=0

.

J

\ 4

— The relation between the true res. and the recursive residual —

k
B—AXi1 = R + ) [fj(ARj) - A(ijj)]

j=0




True relative residual norm

True relative residual norm
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Fig. 3. True relative residual histories of two methods.
:L=1, W:L=2, W :L=4.

[External Review on Center for Computational Sciences  February 19, 2014 — 13- |







10-11

Relative residual norm
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Fig. 4. Relative residual histories of the Block BICGGR method.
W:L=1, W:L=2, WM:L=4. , B:L=8, W . L=
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— Pros ~
* Linear system with L RHSs can be solved simultaneously.

* The number of iterations of Block Krylov methods is may

g smaller than that of Krylov subspace methods. )

— Cons ~
* The accuracy of the obtained approximate solution may
not good even if the stopping condition is satisfied!

* The relative residual norm may not converge due to the

influence of numerical instability when the number of

right-hand sides L is large.
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Xo € C™I js an initial guess,
Compute Ry = B — AX,,
Set Py = Ry,

Choose R, € C"™L,

Solve (ﬁ?APk)afk — R?Rk for ay,
tr[(AR)"R«]
tr{(AROHAR,]
Ur = (P — {kAPp)ay,
Xi+1 = Xp + SRy + Uy,
Riv1 = Ry — § ARy — AUy,

k=

Pii1 = Ry + Uryi,
APp1 = ARpy + AUryy,
End For

D1

AD11Zation o} |

For k=0,1,...,until ||R||lr < &||B||

Small linear systems need
to be solved to obtain L X /|
matrices @y, Yr.

Solve (R?Rk)yk = 1~3ka+1/@ for yy,

Cause of numerical instability
If the linear independence of R,

and P, is lost, the small coefficient

matrices become ill-condition.




DYtnonormalizatic

abilization of Block BiCGG

— In order to improve the numerical instability **» ——

We consider to improve linear independence of the vectors.

» Perform the orthonormalization of vectors.

‘ In this stydy ---

\
We develop the Block BICGGRRO method. The residual

matrix R, of this method is orthonormalized as follows.
Ry = Quér, Q)0 =11, & € CPE

e




A..'

r L] L] [ ] [ ]
Xo € C™I js an initial guess,

Compute Qoéy = B ~ AXo,

Set So = Qy, [Orthonormalization]

Choose R, € C™L,
For k= 0,1,...,until ||&llr < &||Bllr do:
Solve (ie{jASk)ak = l”e}ij for ay,

Sk = arg{min 1Qkéx — CAQkErlIF,
Vi = Sk — {kASk)ay,
Xie1 = Xi + [$kOQk + Vi] &k

Oi+1Tk+1 = Ok — {kAQk — AV,
§k+1 = Tk+1‘fka

Solve (ROHQk)Vk = REQkﬂ/ S for yy,

St+1 = Ok+1 + Vv,
ASis1 = AQk+1 + AViyi,
LEnd | X1)







r Test problem D
Linear system with multiple right-hand
sides derived from Lattice QCD.
AX =B
n=1,572,864, nnz(A4)=80,216, 064,

. the number of nnz(A4) per row is 51. )

Fig. 5. Nonzero structure.
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xperimental enviro

Table 1. Experimental environment.

CPU AMD Opteron 6180 SE 2.5GHz % 4
Memory 256.0GBytes
Compiler PGI Fortran ver. 11.5
Compile option -03 -tp=x64 -mp

Table 2. Experimental conditions.

Initial solution X, [0,0,...,0]
Right hand side B le1,e2,....€1]
Shadow residual R, Random number

Stopping criterion IRkIl¢/11Bllr < 1.0 x 10~
i or [[Rllg/|IBll¢ > 1.0 x 10°

Xtern VIEW enter 10 omputauo Ci1€n coruary 1%,




Relative residual norm
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Fig. 6. Relative residual histories of BICGGR and BiCGGRRO.
W:L=1 W:L=2, W:L=4, M:L=8, W:L=12




~omparison of Block BICGGR and Bloc

Table 3. Results of Block BICGGR.

L=1 L=2 L=4 L=8 L=12
Iter. pAL T 1481 1131
TRR | 99x 107" | 6.2x 10" | 9.3 x 10~ | Divergence | Divergence
Time 107.7 106.6 152.5

Table 4. Results of Block BICGGRRO.

L=1 L=2 L=4
Iter. pARL, 1421 1006
TRR | 82x 107" | 89x 10~ | 1.1 x 10~'4
Time 111.3 113.1 161.5

Iter. : Number of iterations, TRR : True relative residual norm,
Time : Computational time in seconds.
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Summary

\ve develope

- |

conventional method. 1'nis method was developed

through the collabor: research with Division of

Particle Physics ot CCS.

W mbu .—'A’i 1 N CrICS n " 0 ll . 1 N : D(

BiCGGR method by performing the residual
orthonormalization when the number of right-hand sides

is large.




