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Motivations

1. HW Heterogeneous

2. Algorithm Heterogeneous

System GAIA TACHYON
HW Memory Multicore Supercomputer
Inhomogeneous

SW NPB BT-MZ Quantum Monte Carlo
Birth and Death Algorithm

Model MPI+OpenMP MPI1+OpenMP

Load bala | Static Load balance Dynamic Load Balance

nce bin-packing algorithm

Future Uneven Mesh Dynamic workers

OpenMP Tread REassig
nment

REassignment
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Introduce to Dynamic Load Balancing

« Dynamic partitioning in an application:
— Assignment of application data to processors for parallel computation
— Data are distributed according to partition map and computes
— Process repeats until the application is done

 |deal partition:
— Processor idle time is minimized.
— Inter-processor communication costs are kept low
— Cost to redistribute data is also kept now

e i . Compute
Initialize Partition Redistribute ) Output
Application Data | Data — Zolll::ltlazqs ” & End
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What makes a partition good at parallel computing?

+ Balanced work loads
— Even small imbalances result in many wasted processors!

* Low inter-processor communication costs
— Processor speeds increasing faster than network speeds
— Partitions with minimal communication costs are critical
— Scalability is especially important for dynamic partitioning
* Low data redistribution costs for dynamic partitioning

— Redistribution costs must be recouped through reduced total execulti
on time
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Monte Carlo Algorithm

 |deal for Parallel Computati
on
— Static Load balancing
— Good scalability

* MPI parallelization
— Using Virtual Topology
— Periodic Boundary Condition
— Point-to-Point Communication
using MPI_SendRecv
* Good for GPU computing
— MPI+CUDA
— MPI+OpenCL
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Performance on Mulit-GPU System (Medusa)

CUDA Based
Data Transfer Medusa System : 16 GPUs

OO MPI
— 0 CUDA+MPI

Host Host
GPU 3 4 2 GPU 2

Host Host
GPU 4 ?H GPU 1
1

Neighbor border 00 I1 é é zlt é I6 I7 I8
Number of GPU

An MPI Cartesian Topology with a 2D virtual MPI processes with PBC
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Case Study |I: Memory Heterogeneous System

« GAIA is memory Inhomogeneous Configured Supercompute
r (KISTI)

GAIA: Memory Heterogeneous Supercomputer:

2 nodes 4 nodes 18 nodes

1024 256
512

G1 G2 G3
Model GAIA(POWERS®G) Total 8.7 TB
#cores 1536 cores (64 node) :
GB/node G1: 1024 ( 2 nodes); G2: 512 ( 4 nodes) ;G3: 256 (18 nodes)
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Data Size / Thread

Number of Threads

Dynamic Load Balancing for NPB BT-MZ
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 NPB BT-MZ (multi-zone)

— NASA Parallel Benchmark

— compressible Navier-Stokes e
quations discretized in 3Ds

BT-MZ (block tridiagonal)

— BT-MZ is designed to exploit
multiple levels of parallelism

— intra-zone computation with O
penMP, inter-zone with MPI

— Uneven zone size distribution
of the BT-MZ Class C

Bin-packing algorithm

— Load balancing using thread r
eassignment
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Performance of BT-MZ for class F

« Extreme scale computation
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Case Study Il: What is Diffusion Monte Carlo

® Real to Imaginary time Schrodinger equation

zﬁﬂxp:ﬂ\p — iqf:ﬁl\p -

Analytic continuation p ANy

of |
8 T
— U =DV + VU :
87' t
Diffusion equation Source term! l

Death and Birth Algorithm

Hydrogen Atom : 2 node
E =-0.059752 +- 0.009042

8

Exact Energy : -0.0555556 Pro babi I ity DenSity
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Basic DMC Step and Load Balancing
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Dynamic load balancing

Algorithm not perfectly parallel si
nce population fluctuates dynami
cally on each core

Necessary to even up configurati
on population between processe
s occasionally

Transferring configurations betw
een processes is thus likely to be
time-consuming, particular for la
rge numbers of cores
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The standard deviation of the number of walkers

Number of walkers (103)

p—
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process 1
process 2
process 3
process 4
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Time steps (7)

7999

The standard deviation of the

number of walkers o for three

different regions during a simu
lation.

The middle region indicates th
e load balancing period, durin
g which the walkers should be
redistributed between the pro
cesses

The walkers are redistributed
among processes to maintain
good load balance in an appro
priate interval
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Scalability on Tachyon Supercomputer (KISTI)

onWalker/core = 10,000
1000 © nWalker/core = 100,000

10
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Number of processor

Ll L
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 Weak scaling parallelism

we used the fixed system size
per process

the number of walkers, i.e., N
ox#cores x #movers is fixed

10,000 and 100,000 walkers
with AT=0.01 and ATr=0.1, h
ave the same degree of syste
m size.

The efficiency can generally b
e increased by increasing the
No.
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Summary

« GAIA is well balanced with respect to heterogeneous memor
y configuration for the extreme scale applications

— For consistently good performance on a wide range of processors, a
balance between processors performance, memory, and interconnec
ts Is needed.

* We investigated an elementary load balancing algorithm and
observed that KMC scales well up to 2000 MPI processes

— KMC is now linear scaling with the number of cores providing the pro
blem is large enough to give each core enough work to do.

— Massively parallel machines are now increasingly capable of performi
ng highly accurate QMC
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