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Mores on parallelization and optimization 

▶  Purposes 
§  Provides high-level support to research scientists using KISTI supercomputer  

for the development of parallelized and optimized applications in their research fields  

§  Aims the development of parallel algorithm and optimization technique targeting to  

the real scientific user applications.  

▶  Deeply involved members  
§  Jeong, Yosang (Computer Science)  

§  Kang, Ji-Hoon (Mechanical Eng.)  

§  Kwon, Oh-kyung (Computer Science)  

§  Lee, Seungmin (Computer Science) 

§  Ryu, Hoon (Electronic Eng.)  

Participating  
in Winter school 

4 



HPC Winter School @ CCS, University of Tsukuba, 15~17 Feb. 2016 

Co-work affiliation Field Platform Improvement Note 
1 Gachon Univ. Medical Tachyon 2.39x @16cores MPI Parallelization 

2 KAIST Mechanical 
(Turbulence) Tachyon Scale up  

to 4,096cores MPI Parallelization 

3 KAIST Chemistry Tachyon 66.4x @512cores MPI Parallelization 

4 Yousei Univ. Weather Tachyon 2.1x , (scale up  
to 4,096 cores) MPI Parallelization 

5 KIAS Astrophysics Tachyon Scale up  
to 8,000cores Perf. Optimization 

6 KATECH Electric Wave GAIA 76.4x @64cores  OpenMP Parallelization 

7 KAI CO. Mechanical(CFD) Tachyon 55x@256cores MP Parallelization 

8 KOIST Ocean GAIA 7.2x OpenMP Parallelization 

9 Soon Chun Hyang  
Univ. Hospital Medical Tachyon 326x(512cores) MPI Parallelization 

10 KARI Satellite Image GAIA 2.1x Perf. Optimization 

Parallelization project in 2014 
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Co-work affiliation Field Platform Tesla Xeon Phi 
1 KIAS Astrophysics GPU 4.3x speedup - 
2 Kyungwon Tech. Electronic Eng. GPU 3x speedup  - 
3 KAIST Nanomechanics GPU/Xeon Phi 4.16x 1.04x 
4 Seoul Natl. Univ. Lattice QCD GPU/Xeon Phi 7.3x 1.4x speedup 
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Co-work  
affiliation Field Code description  Implementation Results 

1 Hanbat univ. Mech. Eng. CFD MPI+OpenMP Scale up to 4,096 cores  
using 2D domain decomposition 

2 KISTI Elec. Eng. Electronic  
structure solver 

MPI+OpenMP 
/ Xeon Phi  

Scale up to 5,120 cores / 
1.3x @ KNC 

3 KISTI Mech. Eng. SPH (N-body) OpenMP 2.92x @ 8 OpenMP 

4 KAIST Chem. Real-space DFT MPI+OpenMP 
/ Xeon Phi & GPU 

Scale up to 4,608 cores / 
1.7x and 3x @ KNC and GPU 

5 KAIST Nanomech Phase field solver GPU 1.87x (compared to 8-cores) 
11x (single core) 

6 Hongik Univ. Civil. Eng. Inverse analysis MPI 12x @ 32 cores 
Stability improve by preconditioning 

7 KAIST Mech. Eng. CFD MPI+OpenMP Scale up to 6,144 cores 
19% perf. improve 

8 Soongsil Univ. Physics Nuclear physics MPI 576x @ 64 cores 

Parallelization project in 2015 
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MPI and OpenMP implemented mainly on Tachyon2  
Xeon Phi & GPU implemented mainly on KAT (KISTI Accelerator Testbed) 



Case1 : RS-DFT parallelization 
Poisson solver parallelization on CPU/GPU/Xeon Phi 

Oh-Kyung KWON, okkwon@kisti.re.kr 
Sunghwan CHOI, sunghwan.choi@kaist.ac.kr  
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▶  Implementation of interpolation scaling function to solve the Poisson equation 
§  The original second order partial differential equation can be reformulated as Integral form 

 

§  By substitution, singularity would be eliminated. And  

 

§  Electron density can be expanded to basis functions 

§  By decomposing 3D integral into 1D integrals by the seperability of Gaussian kernel, final equation

 would be 

 

 

RS-DFT (DFT-based Quantum chemistry package) 

,where 
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Parallelization using MPI and OpenMP (I) 

▶  Algorithm 1 
§  In order to efficiently calculate nested for-statements, summation is reformulated to linear algebraic 

operation 

 

 Two loops are 
parallelized  
using MPI and 
OpenMP 

9 

MPI  OpenMP 
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Parallelization using MPI and OpenMP (II) 

▶  Algorithm 2 for more parallelism 
§  Designed to use more MPI processes in order to increase scalability 

§  By accessing contiguous memory space,  

matrix multiplication can be replaced to  

dot product, from DGEMM to DDOT operation,  

because F matrix is a symmetric Toeplitz matrix 

 

 

Three loops are  
parallelized  
using two-step MPIs
 and OpenMP 
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MPI  
OpenMP 

MPI  
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Performance results on multiple nodes 

▶  Performance evaluation at Tachyon2 
§  Algorithm 1 shows better performance with lower number of CPU, but algorithm 2 becomes to out

perform algorithm 1 as the number of CPU increases. 

§  Algorithm 2 can enjoy much more parallelism and it scales up to 4608 cores: 3.08x improvement  

compared to 1024 cores.  

(512x512x512 points) 

 

 

[Scalability of algorithm 2 using 512^3 number of 
grid points at Tachyon2] 

[Comparison of algorithm 1 and 2 using 259^3 
(=17,373,979) number of grid points at Tachyon2] 
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Parallelization on GPU or Xeon Phi single node 

▶  Algorithm 3 for Heterogeneous computing 
§  Work stealing algorithm 

§  Thread 0 of CPU act as master. Other CPU threads and GPU (or Xeon PHI card) work as worker 

1 and worker 2, respectively. 

§  If we have two GPU cards, then we have three workers.  

 

 

[Schematic diagram of work stealing parallelization] 
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Parallelization on GPU or Xeon Phi 

▶  Algorithm 3 for Heterogeneous computing 

 

 

CPU  
GPU 
or PHI 
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Results on a single node 

▶  Running results on the Xeon phi or NVIDIA GPU node 
§  Test machine : Two 10-core Intel Xeon E5-2670 v2 with 7120p(KNC) or K40(Tesla) 

§  Grid numbers : 512x512x512 points 

§  NVIDIA GPU(K40): 4x(2 cards) and 3x(1 card) improvement  compared to 20 CPU cores 

§  Xeon Phi (7120P): 1.7x improvement compared to 20 CPU cores (512x512x512 points) 

[Speedup results] 
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Case 2 : DNS CFD code optimization 
MPI_alltoall communication improvement using DDT 
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All-to-all communication in 2D domain decomposition 

MPI_alltoall communication with ghost-cells 

x 

y 

z 

x 
z 

x 
z 

MPI_COMM_Z 

MPI_COMM_X 

SWAP_X 

SWAP_Z 

▶  Value in ghost-cell still required after communication 

▶  Easy two ways to treat ghost-cell values 
•  Real-cell all-to-all comm. + GC send/recv. 

•  Data pack with GC à Alltoall communication  

à Data unpack excluding redundant GC 

Ghost-cell (GC) 
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Example – all-to-all communication with GC 
Data pack including GC – MPI_alltoall – Data unpack excluding redundant GC  

x 
z 

PACK 

x 
z 

UNPACK 

x 
z 

MPI_alltoall 

x 
z 

Required  
data 
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Profiling - Pack-Unpack cost 

x
z

PA C K

x
z

M P I_a llt o a ll

U N PA C K

x
z

x
z

1.5 times of MPI_alltoall 

Pack Unpack MPI_alltoall 

Trace view 

Flat profiling 
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Pack/unpack 

MPI_alltoall 
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Improve 
Using derived data type (DDT) 

▶  DDT of non-contiguous data  
•  MPI_type_indexed or MPI_type_struct 

•  Indexing the first and last address of data 

•  Create the data type with/without ghost-cell as required 

•  Build 3-dimensional data structure with overlapping the DDT as the dimension increases 
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MPI_type_struct  – SendType create 

x 

y 

z 

x 
z 

1st step 2nd step 3rd step 

call MPI_type_get_extent & 
(MPI_REAL8,dum,extent,ierr)       
leng3(1)=1       
leng3(2)=n1mmpi 
leng3(3)=1       
disp3(1)=0       
disp3(2)=extent       
disp3(3)=(n1mmpi+2)*extent       
type3(1)=MPI_LB       
type3(2)=MPI_real8       
type3(3)=MPI_UB       
call MPI_type_struct & 
(3,leng3,disp3,type3,ddt_fw1,ierr) 

call MPI_type_get_extent & 
(ddt_fw1,dum,extent,ierr)       
leng2(1)=n2+1       
leng2(2)=1       
disp2(1)=0       
disp2(2)=(n2+1)*extent       
type2(1)=ddt_fw1       
type2(2)=MPI_UB       
call MPI_type_struct & 
(2,leng2,disp2,type2,ddt_fw2,ierr) 

call MPI_type_get_extent & 
(ddt_fw2,dum,extent,ierr)       
leng2(1)=n3mmpiblk       
leng2(2)=1       
disp2(1)=0       
disp2(2)=n3mmpiblk*extent       
type2(1)=ddt_fw2       
type2(2)=MPI_UB       
call MPI_type_struct & 
(2,leng2,disp2,type2,ddt_swap_ux_fw,ierr)       
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MPI_type_struct – RecvType 

x 

y 

z 

x 
z 

1st step 2nd step 3rd step 

call MPI_type_get_extent & 
(MPI_REAL8,dum,extent,ierr)       
leng3(1)=1       
leng3(2)=n1mmpi 
leng3(3)=1       
disp3(1)=0       
disp3(2)=extent       
disp3(3)=(n1m+2)*extent       
type3(1)=MPI_LB       
type3(2)=MPI_real8       
type3(3)=MPI_UB       
call MPI_type_struct & 
(3,leng3,disp3,type3,ddt_bw1,ierr) 

call MPI_type_get_extent & 
(ddt_bw1,dum,extent,ierr)       
leng2(1)=n2+1       
leng2(2)=1       
disp2(1)=0       
disp2(2)=(n2+1)*extent       
type2(1)=ddt_bw1       
type2(2)=MPI_UB       
call MPI_type_struct & 
(2,leng2,disp2,type2,ddt_bw2,ierr) 

call MPI_type_get_extent & 
(ddt_bw2,dum,extent,ierr)       
leng2(1)=n3mmpiblk       
leng2(2)=1       
disp2(1)=0       
disp2(2)=n3mmpiblk*extent       
type2(1)=ddt_bw2       
type2(2)=MPI_UB       
call MPI_type_struct & 
(2,leng2,disp2,type2,ddt_swap_ux_bw,ierr)       
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Extent of datatypes 

▶  Defines how a sequence of elements are laid in memory 
§  The distance between subsequent elements 

§  Important to understand to send/recv more than one element of a user defined type 

§  MPI_TYPE_CREATE_RESIZED is used to create a new type with user defined extent 
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x 

y 

z 

SendType RecvType 

umpi(0:3,0:2,0:3) uimpi(0:5,0:2,0:1) 

▶  Address of next element = 3 
§  It is different from the extent of ddt_swap_ux_bw 

§  Need to define extent again 

▶  Address of next element = 4 x 3 x 2 
§  It is same with the extent of ddt_swap_ux_fw 
§  No need to define extent again 
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Small problem comparison 
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19% Overall performance improvement 

▶  Grid sizes 1025 x 191 x 257 
▶  4 MPI processes 
▶  Running on single node of Tachyon 2 
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Large problem running time comparison 
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11% Overall performance improvement 
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