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Biological function and information	

Recognition	

Transport	

Self organization	

Enzyme-Substrate interaction, 
Substrate and Environment 
selectivity, Signal transport	

Proton transfer, Electron 
transfer, Ion transport, Molecule 
transport, Protein transport, Signal 
transport	

All topics are of great importance to know bio-functions!
Our Goal is to treat with these phenomena at Atomic-level 	

Entropy-driven effects (some 
cases), Dynamic order/disorder 
transition, !
Non-equilibrium phenomena!

Insight from!
Physics, 
Chemistry, !
Biology!
with 
Computer!
Simulations!

Reaction	 Origin of Biomolecules, Detecting 
Life!
Many Enzymatic Reactions :!
Synthetase, Ligase, Hydrase, 
Peptitase, Lyase, and so on.	



4!Total Design & Member of Our Group	

Accuracy	 Fragment MO!

RSCPMD/PWCPMD!

QM/MM!

MD!

Coarse-grained/ Accelerated MD!

Protein-Protein, Protein-Enzyme complex formation	

Analyses on structures, large amplitude motion, etc. 	

Static Enzymatic 
Reaction Analyses 	

Dynamics on  
Enzymatic reactions	

Analyses on 
Interaction energy 	

Bio informatics!By Prof. Inagaki	

By Dr. Harada	

By Prof. Shoji 
     Prof. Kayanuma	

By Myself 
Prof. M. Boero(France)	

By Dr. Umeda 

By Prof. Takano (Osaka U)	



5!QM/MM calculations for Enzymes	

[1] M. Shoji et al, Mol. Phys. 112, 393(2013).!
[2] K. Hanaoka et al, J. Bio. Struct. &  Dyn., accepted (2013).!
[3] M. Shoji et al, Int. J. Quantum Chem., 113, 342 (2013).!
[4] M. Shoji, et al, Catal.Sci.Technol, 3,1831 (2013).!
[5] M. Shoji et al., J. Am. Chem. Soc. accepted (2014).	 
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Theoretical study on a calculation 
method of electron transfer coupling 
matrix (T ) [3]	

!
  　 Nitric oxide reductase (NOR) [1] ! ! 　           Topoisomerase (Topo) [2]!

　 Oxygen Evolving Complex in Photosystem II[4]        　Threonine Synthase [5]	

• Quantum Mechanics/Molecular Mechanics (QM/MM) method �

OEC 



6!

•  OEC reaction:     2H2O  ->  O2  +  4H+ + 4e-!

!
•  A 1.9Å resolution X-ray structure of PSII was solved 
[1]. - Clear OEC structure and surrounding water 
molecules were identified. !

[1] Y. Umena, K. Kawakami, J-R. Shen, N. Kamiya, Nature 473, 53 (2011).!
Selected as 10 important paper selected by Science in 2011.!

PSII! Chloroplast stroma!

Thylakoid lumen!

Thylakoid membrane!

Mn4CaO5!

OEC!

Mn1!

Mn2!

Mn3!

Mn4!

Ca! O1!
O2!

O3!O4!

O5!

Photosystem II (PS II) and  
Oxygen-evolving complex (OEC)	



7!Large QM/MM calculation	

Tyr161!
Glu165!
Asn181!
Phe182!
Val185!
Asn298!
Lys317!
Cl1679!
Cl1680!
+Min2!

LANL2DZ, 6-31G*!
Total 3120 basis!

Tyr161! Glu165! Asn298!

Arg357!

Cl1679!
Lys317!

Cl1680!

Val185!

Phe182!

QM region is shown in Tube!

CaMn4O5(H2O)4!
Ser169-Asp170!
Glu189-His190!
Asp342-Ala344!
His332-Glu333!
Glu354!

14H2O!
Asp61!
His337!
Arg357 !



8!Optimized hydrogen bonding network	

Mn1!Mn4!W1!
W2!

Ca!

W9!

Asn181!

W8!

Asp61!

W5!

W3!

W4!

Tyr161!
His190!

W10!

W!

W!

W7!

W6! O5!

Cl1!

Cl2!



9!Comparison with experiments	

S1!

S0! S1! S2!

QMMM! EXAFS*! QMMM! EXAFS *! QMMM! EXAFS *!

R! N! R! N! R! N! R! N! R! N! R! N!

Mn-O! shorter!
longer!

1.86!
2.26!

9!
2!

1.91!
2.26!

9!
3!

1.83!
2.05!

9!
2!

1.86!
2.05!

7.8!
4.2!

–!
–!

–!
–!

1.84!
1.97!

7!
5!

Mn-Mn! shorter!
longer!
longest!

2.72!
2.90!
3.18!

1!
2!
1!

2.68!
2.77!
3.30!

1!
2!
1!

2.68(2.72)!
2.77(2.77)!
3.22(3.20)!

1(2)!
2(1)!

1!

2.71!
2.79!
3.27!

2!
1!
1!

2.83!
!

3.38!

3!
!
1!

2.74!
!

3.30!

3!
!
1!

Mn-Ca! shorter!
longer!

3.45!
4.00!

3!
1!

3.36!
3.99!

3!
1!

3.45!
3.71!

3!
1!

3.36!
3.99!

3!
1!

3.58!
4.01!

3!
1!

3.36!
3.99!

3!
1!

S0! S2!
(III, IV, IV, IV)!(III, IV, IV, III)!(III, IV,III, III)!

* C. Gloeckner et al. , JBC, 2013!

Calculation results are consistent with corresponding experimental data!
only by adopting large scale QM/MM calculation	



10!Motor domain of dynein	

10 

The motor domain of dynein consists of the linker, a 
ring-shaped six ATPases called AAA+ modules 
(AAA1-AAA6), the stalk with microtubule binding 
domain (MTBD) and the strut. 

T. Kon et al. Nature, 484, 345 (2012). 
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1
1!

cluster	   Total	   calc	   comm	  

HA-‐PACS	   8(23)GPU	   278.1	   203.8	   44.8	  

27(33)GPU	   131.1	   85.9	   15.6	  

64(43)GPU	   75.7	   39.2	   6.7	  
125(53)GPU	   64.7	   28.6	   4.5	  

dynein(3,322 residues) + 4ADP (ADP form) + 1Mg2+ + 309,689 TIP3P water + 
574Na+ + 528 Cl‒        Totally  one million atoms by platypus (cygene) MD 

u CPU time for 1,000 step MD (sec） 

It scales well until 64 GPUs 
 
Even with 125GPUs, we can still 
retain high parallel efficiency 
23GPU→53GPU: 7 times faster 

MD of Dynein using a GPGPU-based program	

Collaboration with Dr. Takano @ 
Nakamura Group IPR Osaka Univ. 



12!ATP/ADP dependent induced motion	

1
2!

Root-Mean-Square Fluctuations (RMSF) of each residue	

Residue number	

R
M

S
F 

(A
)	

Black, ADP model 
Red, one ATP model	

stalk	

linker	

AAA2 
(modeled 
region)	

C sequence 	



Why is a Folding Problem Difficult? （Rare Event）	

Large amplitude motion takes long time and folding occurs as a stochastic processes, 
so it is difficult to accomplish with available MD simulations.!
（Except now for long time dynamics done by David Shaw with Anton)	

13!

Funnel	  Hypothesis	



Folding of Protein By Long-time Dynamics	

D.E. Shaw’s group, “How Fast-Folding Proteins Fold”, Science Vol. 334 no. 6055 pp. 517-520 	

14!

It needs “Vast” computational cost	

But, speed up of MD for small 
systems is tough task for HPC	




評価、選択と繰り返し計算による	

→Reactive trajectoryの生成	

Parallel Cascade Selection MD (PaCS-MD)	

Several independent MD are 
simultaneously performed 	


	

Alternative to Anton with 

conventional program and cheep cost	




Folding Problem of Chignolin by PaCS-MD	
16!

R.Harada et al, J.  Chem. Phys. 139, 035103 (2013)	

wChignolin (Artificial Protein)!
10 residue with folded structure(138 atoms)!

with Generalized Born Solvent Model 	



Protein-Substrate Binding Problem（Preliminary）	

com     : Distance bw two Center-of-Masses!
RMSD : RMSD toward X-ray Structure	

We can precisely predict X-ray Structure 
from unbound fomm 	

17!

※Using amber99 Force Field	



18!RSDFT project at Tsukuba University-RIKEN 

Si Nano dot d=6.6nm（Si7055H1596）	

・Troullier-Martins pseudopotetial 
・LDA 
・Mesh size = 0.847 (a.u.) (～14Ry)!

Massively Parallel Density 
Functional Theory code	

ü Finite Difference 
ü Less FFTs	

ü Gordon Bell Prize in 2011 
ü For 105 atom Si Nano wire 	

ü Next target is First- 
principles Molecular 
Dynamics Simulation,  
ü i.e. Car-Parrinello MD 	

J. Iwata et al.!

Cluster model                 Bulk Si	



19!

grid grid/band  

1024MPI-8192 
core (sec) 4.43 3.50 

512MPI-4096  
cores (sec) 6.94 4.33 

8MPI-64  
core (sec) 175.41 175.41 

64-8192 
Performance(%) 30.9 39.2 

64-4096 
Performance(%) 39.5 63.3 

Si 1000atom strong scaling (sec/1 step) 
Cut off 20Ry Hybrid parallelization at K-computer!

Performance test on K-computer (Previous)!



20!

   ix=a1b/(ML1/np1); iy=a2b/(ML2/np2); iz=a3b/(ML3/np3);!
   icolor=iy+iz*np2!
   call mpi_comm_split(comm_grid,icolor, 0, comm_fftx, ierr)!
   icolor=iz+ix*nprocs;!
   call mpi_comm_split(comm_grid,icolor, 0, comm_ffty, ierr)!
   icolor=iy+ix*nprocs;!
   call mpi_comm_split(comm_grid,icolor, 0, comm_fftz, ierr)!

We split communicator into 3 parts (X,Y,Z) (setting)	

   do i1~i3=a1b~a3b, b1b~b3b!
        zwork1(i1,i2,i3)=zwork0(i1,i2,i3)!
    end do!
    call mpi_allreduce(zwork1,zwork2,ML1*(b2b-a2b+1)*(b3b-a3b+1),!
                                   mpi_complex16,mpi_sum,comm_fftx,ierr)	

+	
………….	 =	

X	

I throw processes for X direction and use only Y, Z directions (same process number as grid).!
(FFTE is parallelized into 2 direction)!

Y	

Z	

Parallelized	

Implementation of Takahashi’ FFT	  



21!

8192 cores	 4096 cores	 2048 cores	

Hybrid 8OMP	 7.37	
 9.46	
 14.18	


 with FFTE	 6.12	
 -	
 -	

PC 128 by PW-CPMD : 11.9 sec (512MPI-8OMP=4096 cores)	

Comparison for Other System with PW-CPMD 	  

Molecular fluid 83.2Ry  (128 molecules)	

Total 1600 atom	

Now we are developing to implement GPU code on RSCPMD!
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grid grid/band  

1024MPI-8192 
core (sec) 4.43 2.55 

512MPI-4096  
cores (sec) 6.94 4.33 

8MPI-64  
core (sec) 175.41 175.41 

64-8192 
Performance(%) 30.9 39.2 

64-4096 
Performance(%) 39.5 63.3 

Si 1000atom strong scaling (sec/1 step) 
Cut off 20Ry Hybrid parallelization at K-computer!

Performance test on K-computer (Present)!

c.f. 3.50 



Summary	

1. QM/MM studies on several Enzymes  
・  Substrate binding and protein folding processes were 
simulated with newly developed MD algorithm 
 
2. Large-scale MD Simulation with HA-PACS 
・ Large amplitude motion of Dynein upon ATP/ADP 
binding is extracted from brute force MD simulation. 
 
3. Substrate Binding & Folding Analyses 
・  Substrate binding and protein folding processes were 
simulated with newly developed MD algorithm 
 
4. Toward Large-scale First-principles MD 
・  Real-space density functional theory-based  
   Car-Parrinello Molecular Dynamics (RS-CPMD) 
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