
JCAHPC(JointCenterfor AdvancedHPC),which is a cooperativeorganizationby the Universityof Tokyoand University
of Tsukubafor joint procurement and operation of the largest scaleof supercomputerin Japan,introduced a new
supercomputersystemάOakforest-t!/{έwith 25 PFLOPSpeakperformanceand started its operation from December
1st, 2016. TheOakforest-PACSsystemis rankedat #6 in TOP500 Listof November2016with 13.55 PFLOPSof Linpack
performance,and also recognizedas Japan'sfastestsupercomputer. Thesystemis installedat the KashiwaResearch
ComplexII buildingin the Kashiwa-no-Hacampus,the Universityof Tokyo.
The Oakforest-PACSsystemhas8,208 compute nodes,eachof which consistsof the latest versionof Intel XeonPhi
processor(codename: KnightsLanding),and Intel Omni-PathArchitectureas the high performanceinterconnect. The
Oakforest-PACSsystem is the largest cluster solution with Knights Landingprocessoras well as also the largest
configurationwith Omni-PathArchitecturein the world. Thesystemis integratedby FujitsuCo. Ltd, and its PRIMERGY
serveris employedaseachof computenode. Additionally,the systememploysthe Lustresharedfilessystem(capacity:
26PB),andIME(fastfile cachesystem,940TB),both of whichareprovidedby DataDirectNetwork(DDN).
All the computationnodesand serversincludinglogin nodes,Lustreserversand IME serversare connectedby a full
bisectionbandwidthof Fat-Treeinterconnectionnetworkwith Intel Omni-PathArchitectureto providehighlyflexiblejob
allocationoverthe nodesandhighperformancefile access.

Overview

The Oakforest-PACSis offered to researchersin Japan
and their international collaborators through various
types of programsoperatedby HPCIunder MEXT,and
by original supercomputerresourcesharingprograms
by two universities.
It is expectedto contribute to dramaticdevelopmentof
new frontiers of variousfield of studies. TheOakforest-
PACSwill be alsoutilized for educationand training of
students and young researchers. We will continue to
makefurther socialcontributionsthroughoperationsof
the Oakforest-PACS.
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Compute Nodes: 25PFlops

CPU: Intel Xeon Phi 7250 
(KNL 68 core, 1.4 GHz)

Mem: 16 GB (MCDRAM, 
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Total peak performance25 PFLOPS

Total number of 
computenodes

8,208

Powerconsumption 4.2 MW (including cooling)

# of racks 102

Cooling 
system

Compute 
Node

Type Warm-water cooling
Directcooling (CPU)
Rear door cooling  (except CPU) 

Facility Cooling tower & Chiller

Others Type Air cooling

Facility PAC
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